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A 150-MHz-Bandwidth Membrane Hydrophone
for Acoustic Field Characterization

To measure the beam parameters of intravascular ultrasound imaging

transducers with operating center frequencies exceeding 20 MHz and

beamwidths below 200 �m, a hydrophone with a spot diameter less than

50 �m and a bandwidth greater than 150 MHz is required. The hydrophone

described in this article is a step towards meeting these requirements.

Diagnostic ultrasound imaging is used routinely in a growing number of

medical applications. Hewlett-Packard manufactures a range of ultrasound

imaging systems that use digital beamformers for cardiology and multipurpose

imaging and mechanical beamformers for cardiology, general-purpose, and

intravascular imaging.

At the heart of an ultrasound system is a transducer, an electroacoustic device

that converts electrical signals into a focused mechanical wave and reconverts

reflected mechanical echoes from organs and tissue for subsequent real-time

image construction. The transducer is a resonant device that has a bandpass

filter frequency response. Currently available transducers have a center

frequency in the range of 2 to 30 MHz. A phased array of individual transducers,

typically consisting of 30 to 300 elements, is electronically focused and steered

to provide a beam with the dimensions desired for a selected medical

application.

Current trends in imaging are to the following higher-frequency applications:

� Intravascular imaging for plaque detection in blood vessels such as the

coronary arteries

� Contrast-agent-assisted harmonic frequency imaging to view blood flow and

perfusion in the heart
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� Small parts imaging for near-surface high-definition
examination of burn injuries, skin lesions, and cancers

� Laparoscopic surgery (ultrasound-guided interventional
surgery)

� Ocular imaging (high-resolution visualization of anoma-
lies and repairs of the eye).

These trends pose challenges in the characterization of
the transducers used. By law, ultrasound imaging system
manufacturers are required to measure the acoustic out-
put of their systems at the transducer. To characterize the
acoustic waves of these systems, small calibrated trans-
ducers called hydrophones are used. To avoid altering the
acoustic fields they are measuring, hydrophones must be
as nonperturbing as possible and must far exceed the
bandwidth and the spatial resolution of the transducers
being measured. This paper describes a new membrane
hydrophone that provides the performance needed for
these exacting applications.

The hydrophones presently used in the industry have
�3-dB bandwidths of 15 to 20 MHz and effective spot
sizes of 500 �m. They are appropriate for characterizing
acoustic medical imaging transducers up to about 7 MHz.
However, even transducers at these frequencies generate,
through nonlinear propagation effects in water, higher
harmonics that extend in frequency beyond the �3-dB
bandwidths of the available hydrophones. To fully charac-
terize a transducer, detection of the fifth harmonic is
needed. Furthermore, there are new ultrasonic imaging
modalities, such as intravascular ultrasound (IVUS) in the
30-MHz frequency range with 50-�m wavelengths. These
transducers cannot be adequately characterized by
15-to-20-MHz-bandwidth hydrophones. (IVUS gives a
cross-sectional view of the interior of coronary arteries
to assess coronary atherosclerosis.)

Peak pulse parameters calculated from hydrophones with
inadequate frequency response show large errors. Hydro-
phones with effective spot sizes that are too large under-
estimate the critical parameter of peak pressure because
they average the pressure over the hydrophone’s active
area.

The IEC1 and NEMA2 standards regulate the characteriza-
tion of medical ultrasound transducers by specifying the

parameters of the hydrophones used to measure these
transducers. The required effective spot diameter is 50 �m
for a hydrophone to measure a 30-MHz IVUS transducer
with a typical 1-mm aperture and a transducer-to-hydro-
phone range of less than 2 mm. For more details on trans-
ducer characterization, see the box on page 8.

In view of these considerations, there is an important need
for hydrophones capable of characterizing transducers
with frequency components in the range of 150 MHz and
a spatial resolution of typically less than 50 �m. This is
illustrated in Figure 1, which is a plot of sensitivity
as a function of frequency for both existing and required
hydrophones.

This article describes the modeling, fabrication, and initial
characterization of a membrane hydrophone capable of
meeting these more exacting bandwidth and spatial re-
quirements. The hydrophone is fabricated from a 4-�m-
thick film of spot-poled* PVDF-TrFE piezoelectric poly-
mer material. It has on-membrane electronics, a �3-dB
bandwidth in excess of 150 MHz, and a measured effec-
tive spot diameter of less than 100 �m.3

* Poling refers to the process of aligning the directions of the ferroelectric domains in a
ferroelectric material so that a net polarization occurs. The polymer material used for
the hydrophone comes with random ferroelectric polarization. By applying an electric
field at an elevated temperature we can rotate the directions of the individual polariza-
tion vectors so that they are all aligned along the electric field direction. The higher
temperature lowers the work required. When the material returns to room temperature
the domains stay aligned, thus creating an active region. Spot-poling is poling confined
to selected areas.

Figure 1
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The Hewlett-Packard Medical Products Group
Acoustic Output Measurement Laboratory

The control and display of acoustic output have important per-
formance and quality implications for medical diagnostic ultra-
sound equipment. The acoustic output of these devices should
be optimized to provide image quality sufficient for a clinician
to make a diagnosis, while at the same time, must be limited
to U.S. Food and Drug Administration (FDA) approved levels.
The FDA has set limits for acoustic output, and requires report-
ing of maximum output levels before marketing these devices
and as part of the device labeling. Output measurements on
production units are performed to ensure manufacturing pro-
cess control and to establish compliance with FDA Quality
System Regulations (QSR). Recognizing that measurement of
acoustic output is an essential part of the design, manufac-
ture, and marketing of this equipment, the HP Medical Prod-
ucts Group (MPG) in 1985 established a dedicated, state-of-
the-art, acoustic output measurement laboratory at Andover,
Massachusetts.

Laboratory Description. The laboratory has instruments
required to perform measurements of acoustic pressure, inten-
sity, frequency, and power in the range of 1 to 20 MHz, and is
staffed by managers, support engineers, and highly skilled
measurement technicians.

The primary measurement system used to measure pressure,
intensity, and frequency consists of a water tank, hydrophone,
motorized precision positioning system, high-speed sampling
oscilloscope, system controller, and associated measurement
software. The positioning system provides repeatable position-
ing of the acoustic beam relative to the hydrophone in the water
tank and allows automatic scanning of the acoustic field. The
oscilloscope captures the hydrophone output and transfers the
sampled data to the system controller for parameter computa-
tion (pressure, intensity, frequency).

A radiation force balance is used to measure total acoustic
power. This device consists of a small sound-absorbing target
attached to one arm of a microbalance suspended in a water
column. To perform a power measurement, the source trans-
ducer is coupled to the water column and the acoustic beam
is directed at the target. The resulting force on the target, as
measured by the microbalance, is proportional to the total
acoustic power.

The methodology for performing these measurements con-
forms to those specified in the NEMA UD-2 Acoustic Output

Measurement Standard, the NEMA/AIUM Standard for Real-
Time Display of Thermal and Acoustic Output Indices on Diag-
nostic Ultrasound Equipment, and international standards.

Laboratory Mission. The laboratory’s mission is fourfold.
The first mission is to support the development of new ultra-
sound products. Before clinical studies, measurements are
performed on prototype equipment to characterize the acoustic
field, and maximum acoustic output is verified to be at or
below FDA approved limits for pressure and intensity. Later,
after more systems are manufactured, output control and
display are optimized and validated, and additional measure-
ments are performed to establish the output variability of
newly designed products. Finally, production test protocols
and test limits are established.

The second mission is to collect acoustic output data required
for regulatory labeling. This includes collection of data for
premarket notification and other international requirements.

The third mission is to support manufacturing engineering.
The laboratory is responsible for addressing all aspects of
acoustic output measurement related to FDA-GMP and ISO
requirements, including the establishment of production test
procedures and test limits and calibration and maintenance
procedures of unique test equipment.

Finally, the laboratory is committed to advancing ultrasonic
exposimetry, acoustic output measurement science, and asso-
ciated measurement standards. The laboratory provides a
real-world environment for the development of new measure-
ment devices, such as the HP wideband hydrophone described
in the accompanying article, and laboratory engineers are
actively involved in national and international measurement
standards committee work (NEMA, AIUM, IEC, etc.).

To accomplish these missions, the laboratory maintains close,
cooperative working relationships with MPG’s ultrasound
product design team as well as MPG’s manufacturing engi-
neering and regulatory staffs.

Charles Grossman, Jr., Thomas L. Szabo, 
Kathleen Meschisen, and Katharine Stohlman
Imaging Systems Division
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Acoustics

The basic structure of a membrane hydrophone is shown
in Figure 2. Here, a portion of a thin membrane is shown
with an electrode and a trace on each side of the mem-
brane. The center frequency is inversely proportional to
the thickness of the piezoelectric membrane. The spatial
resolution of the hydrophone improves as the diameter
of the electrode decreases, and the sensitivity and band-
width are determined by the piezoelectric coupling of the
membrane. The active area of the hydrophone is deter-
mined by the overlap of the top and bottom electrodes.
In practice, one of the electrodes is extended over a large
portion of the membrane to serve as a ground plane.

Acoustic modeling was used to characterize the effects of
spot size, film thickness, mass loading from the thin-film
electrodes, and directional sensitivity (directivity). The
major differences in the properties of the piezoelectric
polymer materials between the copolymer PVDF-TrFE
used here and the more commonly used PVDF are the
increased dielectric constant, the increased effective cou-
pling constant, and the decreased electrical loss tangent
of the copolymer.

The thickness-mode resonant frequency, fo, of the mem-
brane hydrophone is given by:

fo�
c
2t

, (1)

where c is the acoustic velocity and t is the thickness of
the membrane. This relation comes from the requirement
that the thickness dimension of the membrane film must
be a half wavelength. In general, it is important to have
the thickness resonance of the membrane beyond the
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Figure 2
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Basic structure of a membrane hydrophone.
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(a) Hydrophone structure for 3D electrostatic modeling.
(b) Contours of constant potential at Z�50 �m.

measurement range to maximize the flatness of the sensi-
tivity. A 4-�m film satisfies this requirement by placing
the thickness resonance frequency at 150 MHz. The thick-
ness resonance is also affected by the mass of the metal
electrodes. For a 4-�m membrane, conventional 3000Å
electrodes degrade the peak frequency of the sensitivity
and the fractional bandwidth. A choice of 1000Å for the
electrode thickness is a good compromise between a
corrosion-resistant electrode with adequate conductivity
and adequate bandwidth.

Electrostatic Fringe Fields

During the spot-poling process, the applied electric fields
fringe beyond the edge of the spot electrode and can pole
areas of the piezoelectric polymer beyond the intended
spot electrode. Electrostatic field modeling was used to
model the electrical field patterns to estimate the extent
of the fringe field. Voltages on the three-dimensional
structure are specified and Poisson’s equation is solved
iteratively. The geometry of the model is shown in
Figure 3a. A 37-�m-diameter electrode spot and trace
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are patterned over a semi-infinite ground plane. These
are on opposite sides of a 4-�m-thick polymer film. In
Figure 3b, 10% incremental contour plots of the electri-
cal potential are shown for a central cross section in the
X-Y plane, through the trace at the top, the polymer film,
and the bottom ground plane. An additional 10 �m is
poled at greater than 50% of the maximum potential on
the electrode. Therefore, this model predicts a larger total
active diameter of about 50 �m.

Electrical Matching

The effects of spot size and film thickness are seen by
approximating the electrical impedance by capacitive
reactance. This reactance is:

(2)

where t is the thickness, D is the diameter of the spot,
� is the clamped dielectric constant, and c is the speed of
sound in the membrane. Thus the electrical impedance
of the membrane hydrophone increases with the square
of the membrane thickness and inversely with the square
of the spot diameter. For a 4-�m-thick membrane with a
37-�m-diameter spot, Z is 100,000 ohms. This high imped-
ance presents a challenge for matching the transducer to
the 50-ohm impedance of the cable used to connect the
hydrophone to an oscilloscope.

Figure 4 shows the schematic diagram and equivalent
circuit for a membrane hydrophone with an adjacent
amplifier. At the far left of the overall equivalent circuit is
the equivalent circuit for the piezoelectrically active area
resonator. This circuit yields two conditions for resonance.
A series resonance condition exists when C1, L1, and R1

resonate to produce an electrical impedance minimum,
and a parallel resonance condition exists when the
C1-L1-R1 branch is inductive and tunes with Co to produce
an impedance maximum. In the middle, Cs represents the
stray capacitance of the connecting electrode. The adja-
cent amplifier is represented by a capacitance Ca and a
real impedance Ra. Not shown is the 50-ohm coaxial cable
that connects the amplifier output to additional electronic
circuitry. On-membrane electronics are used to avoid
corrupting the frequency characteristics and to match a
50-ohm cable properly. 

Figure 4

+
–

C0

C1

Cs Ca Ra

R1

L1

Active
Spot

V

V

Schematic and equivalent circuit for the membrane
hydrophone.

Spatial Resolution

The spatial resolution of a hydrophone is determined by
the effective spot size. The effective spot size is in turn
determined by the geometric spot size and other electrical
and acoustic factors. If the spot size is significantly larger
than the size of the acoustic beam being measured, spatial
averaging occurs (a hydrophone measures pressure, not
energy). Averaging by the hydrophone results in overesti-
mating the size of the beam and underestimating the abso-
lute pressure levels of the beam. These two effects will be
illustrated and discussed later in this article for both large-
diameter and small-diameter hydrophones.

Fabrication

The fabrication of a membrane hydrophone begins with
the raw PVDF-TrFE film in a roll form. An evaporator is
used to deposit metal electrodes onto both sides of the
film. Shadow masks establish the electrode patterns. One
side is patterned for the active spot electrode and the
on-membrane electronics connections. The other side is
patterned for the ground plane. Alignment of the ground
plane relative to the spot electrode is necessary to cor-
rectly establish the overlap of the spot electrode.
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Figure 5

Top Electrode

Ground
PlaneOn-Membrane

Electronics

Active Spot

Ground Plane

Power Supply Leads

50-Ohm Connector

Support Ring(a) (b)

37 �m

(a) Photograph of the rear side of the hydrophone. (b) Photomicrograph of the active spot, showing the 37-�m geometric diameter.

The membrane is then mounted onto a ring support struc-
ture. In its raw state, as received from the vendor, the
piezoelectric PVDF-TrFE film is unpoled with unaligned
ferroelectric domains. To align these domains and create
the piezoelectric active area, the film is spot-poled at a
temperature of 130°C and an electric field strength of
70V/�m.

A film thickness of 4 �m and a spot size of 37 �m result in
a device with an electrical impedance of about 100 kilohms.
Such a hydrophone is not well-matched to the 50-ohm
cable typically used to connect the hydrophone to an
oscilloscope input. This substantial electrical impedance
mismatch issue is resolved by mounting a wideband, low-
distortion buffer amplifier directly on the membrane. The
selected amplifier, a surface mount device, has a frequency
response that is flat within �1 dB from dc to 500 MHz
and an input impedance on the order of 450 kilohms. To
avoid distorting the acoustic field, the amplifier is surface
mounted directly onto the membrane at a distance of
10 mm from the spot electrode. The electronics are en-
capsulated with a cast backing of silicone resin that also
acts to protect the fragile 4-�m-thick film. After the back-
ing is cured, the hydrophone is characterized.

A photograph of the rear surface of the hydrophone is
shown in Figure 5a with several of the key structures
highlighted. Normally the back side of the hydrophone is
encapsulated in a silicone gel to support the membrane
and protect the electronics from the water environment.

The membrane is stretched taut over the 60-mm diameter
stainless steel support ring. The ground plane can be seen
on the bottom left half of the membrane. The active spot
is at the end of the trace pointing toward the center of the
membrane. The on-membrane electronics are located in
the upper right portion of the photo, with the two power
supply leads shown on the right side of the photo. The
hydrophone is terminated into a standard BNC 50-ohm
coaxial connector. Figure 5b is a photomicrograph of the
active area. Here the top surface electrode is seen on the
right as it tapers down to a 37-�m diameter. The ground
plane is located in the left half of the picture, under the
piezoelectric film, just overlapping the 37-�m-diameter
spot. The spatial overlap of the top electrode and the
ground plane defines the active spot, once it has been
poled.

Bandwidth

One of the key design goals is a �3-dB bandwidth of at
least 150 MHz. Several potential methods for measuring
the bandwidth include calibration against a known stan-
dard hydrophone, interferometry, reciprocity, and the
nonlinear distortion method. The first three are generally
accepted calibration methods but are currently limited to
a maximum frequency of 50 MHz. The nonlinear distortion
method, although not considered a standard method, is
capable of measurements above 150 MHz, and was chosen
to evaluate the new hydrophone.
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In the nonlinear distortion method, a source transducer is
used to produce nonlinear effects in the water propaga-
tion medium. In a fully developed shock wave, such as the
familiar one generated by a jet airplane, a classic N wave,
or N-shaped waveform, may be formed. The N wave gets
its name from its very steep compressional rise time and
its more gradual rarefaction fall time. As the waveform
propagates, a shock front develops, which generates new
frequency components not present in the original wave-
form. The frequency spectrum of an ideal N-shaped shock
wave has frequency harmonics at multiples n of the fun-
damental, where n �1, 2, 3, ...,�. In the classic N wave,
each harmonic amplitude falls off as 1/n. Perfect N waves
are rarely achieved in the fields of medical ultrasound
transducers because of diffraction phase effects in the
beam. However, nonlinear distortion methods can still
provide an extremely broadband signal to aid in the evalu-
ation of hydrophone bandwidth.

An imperfectly shaped N waveform is shown in Figure 6a.
This waveform is from a 20-MHz, 6.4-mm-diameter trans-
ducer excited in a tone-burst mode, as recorded by an
HP 54720A digital oscilloscope and an HP 54721A plug-in
amplifier with a 1-GHz analog bandwidth. The hydro-
phone is placed at the focal plane distance of 19 mm. In
the focal plane, the intensity is sufficient to exploit the
nonlinear properties of water to generate useful nonlinear
distortion. The waveform exciting the transducer is a
20-MHz sinusoidal tone burst. Because of the nonlinear
properties of the water propagation medium, the positive

compressional half-cycles exhibit very fast rise times,
while the negative rarefaction half-cycles exhibit slower
fall times. The higher frequencies generated this way do
not suffer significant propagation-related attenuation be-
cause they are generated right where they are detected.

The �3-dB bandwidth can be estimated from the sharp
compressional portion of this waveform. From the
10%-to-90% rise time, a bandwidth of 150 MHz is cal-
culated. The related frequency spectrum is shown in
Figure 6b. The harmonics from the fundamental at
�20 MHz up to �800 MHz can be seen. The peaks, cor-
responding to the harmonics at 20-MHz intervals, show
the extent of the nonlinear distortion of the waveform.
Without the nonlinear distortion, most of the energy
would be located at the fundamental frequency of
20 MHz. At �700 MHz, the �3-dB bandwidth of the
buffer amplifier limits the measured frequency response
of the hydrophone. Thus, this hydrophone can detect
acoustic frequency components out to at least 800 MHz.

The superior bandwidth of this membrane hydrophone
relative to hydrophones currently in use can be demon-
strated by performing comparative measurements on
acoustic fields generated by medical diagnostic ultrasound
equipment. Comparative waveform measurements were
made with a Hewlett-Packard SONOS 2500 diagnostic
imaging system and a 5-MHz phased array transducer
as the source. Two hydrophones were used to measure
the acoustic waveform at focus. A calibrated reference

Figure 6
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(a) Received nonlinear waveform from a 20-MHz transducer. (b) Spectrum of the nonlinear waveform with harmonics up to 800 MHz.
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Figure 7

200

102

101

100

10–1

10–2

Frequency (MHz)

A
m

pl
itu

de

0 50 100 150 200

102

101

100

10–1

10–2
A

m
pl

itu
de

Frequency (MHz)

0 50 100 150

Vo
lts

Time

Vo
lts

Time

(a) (b)

Waveforms (insets) and spectra for (a) 500-�m-diameter hydrophone and (b) new HP 37-�m-diameter hydrophone.

membrane hydrophone with a 500-�m spot diameter on a
25-�m-thick bilaminar PVDF membrane was compared
with the new HP high-frequency membrane hydrophone
with a 37-�m spot on a 4-�m-thick membrane. Figure 7a

shows the frequency spectrum using the 500-�m-diameter
hydrophone, and the inset shows the measured nonlinear
waveform. The spectrum shows the fundamental at 5 MHz
and three harmonics at 10, 15, and 20 MHz. Figure 7b

shows the frequency spectrum using the new HP 37-�m-
diameter hydrophone, and the inset shows the respective
waveform that has greater detail and a sharper rise time
because of the greater bandwidth. The spectrum shows the
fundamental at 5 MHz and the subsequent 40 harmonics
out to 200 MHz. This frequency data correlates well with
the spectra shown in Figure 6, given the lower excita-
tion frequency of the SONOS system.

Sensitivity

The sensitivity of a membrane hydrophone can be deter-
mined by two fundamental parameters. The first is the
thickness resonance of the membrane film. The second is
the response determined by the electrical and piezoelectric
properties of the material. For a hydrophone the receive
voltage sensitivity, M, is given by the ratio of the devel-
oped voltage to the incident acoustic pressure, that is,
M�V/P.

Although the open-circuit voltage sensitivity is the most
direct measure of the sensitivity of a hydrophone, it is
difficult to measure with the new HP hydrophone and
its required on-membrane amplifier. Consequently, the
loaded-end-of-cable sensitivity, ML (relative to 1 V/MPa),
was measured and found to be �23�2 dB, within �1.5 dB
of the reference 500-�m-diameter hydrophone. This com-
parison was done with the reference hydrophone config-
ured with a 6-dB external amplifier and the wideband
hydrophone driving an external 25-dB amplifier. In each
case the circuits are optimally tuned with the external
amplifiers in place. Although sensitivity calibration mea-
surements are needed out to 150 MHz, there is not yet a
satisfactory calibration procedure for the required range.

Effective Spot Size

When the hydrophone diameter is significantly larger than
the beam it measures, spatial averaging occurs. To com-
pare the spatial resolution of the HP high-frequency hydro-
phone with a reference hydrophone with a 500-�m spot
size, the tightly focused beam of a 20-MHz, 6.4-mm-diame-
ter transducer was measured by both hydrophones close
to the focal plane. The measured beam of this transducer
at its focal length is close to the ideal predicted by theory
provided that a sufficiently small hydrophone is used
to make the measurement. The measured field can be
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modeled to a good approximation as the spatial average
of the theoretical field over the hydrophone area. Because
of radial symmetry, the area averaging simplifies to a run-
ning mean across the theoretical beam.

Measured beamwidths for the two hydrophones are com-
pared to theoretical calculations of the spatially averaged
and unaveraged beamwidths in Figure 8. In Figure 8a

the data from the 500-�m reference hydrophone is shown,
and the comparable data for the HP hydrophone is given
in Figure 8b. These curves demonstrate that the refer-
ence hydrophone underestimates the on-axis pressure at
the beam peak by 40% and overestimates the beamwidth
by 50%, whereas the new HP high-frequency hydrophone
provides a faithful replica of the beam shape and pressure.

Angular measurement techniques can also be used to esti-
mate the effective spot size of a hydrophone. In the angu-
lar response method, the hydrophone is swept through an
arc about the reference transducer. In this way, directional
response can be measured and used to estimate the effec-
tive diameter. In this method the actual beamwidths at
�3 dB and at �6 dB are compared to those expected
from theory. From the theoretical beamwidth, for a given
frequency, the effective hydrophone spot diameter can
be inferred from the beamwidth data. The same 20-MHz
focused transmitter was used to perform a directivity

measurement. The resulting measured half angles, when
applied to the theoretical model, indicate a spot diameter
upper bound of 100 �m for the device measured.

Intravascular Ultrasound Application

As an example of the application of this new hydrophone,
a 30-MHz IVUS catheter transducer excited by an HP IVUS
system under normal system settings was characterized.
In use, a stationary sheath is used to protect the intimal
lining of the blood vessel (one monolayer of cells thick)
from the rotating catheter and transducer. The sheath
both attenuates and focuses the beam. In Figure 9a, the
waveform is shown as received by the hydrophone after
a 1.9-mm path in water. The hydrophone was carefully
placed on the axis of sound propagation. The thick line is
the waveform with the 110-�m-thick polymer sheath, and
the thin line is the waveform without the sheath. The
beam that is focused by the sheath arrives at the hydro-
phone earlier. The disparity in the rise and fall times of
these signals is an indication that nonlinear distortion has
developed in the water medium. The frequency spectra of
these waveforms in Figure 9b indicate the presence of
nonlinear distortion both with a sheath and without a
sheath. There are frequency components of this wave-
form out to at least 150 MHz, which cannot be measured
by a conventional 20-MHz-bandwidth hydrophone.

Figure 8

Linear scans of a 20-MHz ultrasound transducer beam with two hydrophones: (a) a 500-�m-diameter reference hydrophone
and (b) the 37-�m-diameter HP hydrophone. In each case, the theoretical transducer beam shape, the theoretical beam
shape as spatially averaged by the hydrophone spot size, and the discrete hydrophone measurement data are shown.
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Figure 9
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HP membrane hydrophone measurements of nonlinear data from a 30-MHz IVUS catheter. (a) Time-domain waveforms.
(b) Frequency-domain spectra.

Summary

With the increasing use of intravascular ultrasound imaging
transducers with operating center frequencies exceeding
20 MHz and beamwidths below 200 �m, smaller-spot-size
and higher-frequency hydrophones are needed. Character-
izing transducer acoustic pressure fields according to the
AIUM/NEMA standards requires a hydrophone with a spot
diameter less than 50 �m and a bandwidth greater than
150 MHz. The hydrophone described in this article is a
step towards meeting these requirements.

Acoustic modeling was performed to provide a general
guideline for selecting the membrane thickness, electrode
diameter, electrode conductor metal thickness, electrode
interconnect lead length, and placement of the amplifier.
Fabrication of the hydrophone required characterization
of the material, electrode patterning, spot poling, and
assembly. The nonlinear distortion method was used to
evaluate the bandwidth. Directivity measurements were
used to determine an upper limit for the effective spot
diameter. The substitutional method was used to evaluate
the hydrophone sensitivity up to 20 MHz. As an example of
the capability of the hydrophone, the on-axis signal from
a 30-MHz IVUS transducer in water was characterized.

The result of this work is an acoustic hydrophone fabri-
cated on a 4-�m-thick membrane film of PVDF-TrFE,
having an effective active spot less than 100 �m in
diameter, an on-membrane buffer amplifier within 10 mm
of the active spot, and a loaded end-of-cable sensitivity
of �23 dB relative to 1V/MPa in the range 5 to 20 MHz.
Additional characterization is needed to determine the
absolute hydrophone response in the range of 20 to
150 MHz, and to measure the effective spot size more
accurately. Further details on this hydrophone and a more
complete set of references are given in reference 3. This
hydrophone has been licensed to an external vendor for
commercialization, and is expected to be available in the
spring of 1998.
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Units, Traceability, and Calibration of Optical
Instruments

This article presents a short and comprehensive overview of the art of units

measurement and calibration. Although the examples focus on optical

instruments, the article may be of interest to anyone interested in metrology.

The increasing number of companies using quality systems, such as

the ISO 9000 series, explains the growing interest in the validation of the

performance of measurement instruments. For many customers it is no longer

sufficient to own a feature-rich instrument. These customers want to be sure

that they can test and measure in compliance with industrial and legal

standards. Therefore, it is important to know how it can be guaranteed that

a certain instrument meets specifications.

This article is intended to give an overview of the calibration of optical power

meters and other optical instruments at HP. Along with the specific instruments,

common processes and methods will be discussed. The first section will deal

with some aspects of the theory of measurement. Then, processes and methods

of calibration and traceability will be discussed. These first two sections give

a general and comprehensive introduction to the system of units. Finally, the

calibration procedures for certain HP optical instruments will be described.

Theory of Measurement

Measurement has long been one of the bases of technical, economical, and

even political development and success. In the old Egyptian culture, surveying

and trigonometry were important contributors to their prosperity. Religious

and political leaders in these times founded their power on, among other

things, the measurement of times and rotary motions, which allowed them to

predict solar and lunar eclipses as well as the dates of the flood season of the

Nile river. Later in history, weights and length measurements were fundamental

to a variety of trading activities and to scientific progress. Improvements in
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measurement techniques, for example, allowed Keppler
to set up his astronomical laws. Keppler used the measure-
ment results of his teacher Tycho Brahe, who determined
the orbits of the planets in the solar system with an un-
precedented accuracy of two arc minutes.1 Because of the
strong impact of a homogenous system of measurements,
all metrologic activities even today are controlled by
governmental authorities in all developed countries.

Let us consider first the measurement itself. Measurement
is the process of determining the value of a certain prop-
erty of a physical system. The only possibility for making
such a determination is to compare the unknown property
with another system for which the value of the property
in question is known. For example, in a length measure-
ment, one compares a certain distance to the length of
a ruler by counting how often the ruler fits into this dis-
tance. But what do you use as a ruler to solve such a mea-
surement problem? The solution is a mathematical one:
one defines a set of axiomatic rulers and deduces the
practical rulers from this set.

At first, rulers were derived from human properties. Some
of the units used today still reflect these rulers, such as
feet, miles (in Latin, mile passuum � 1000 double steps),
cubits (the length of the forearm), or seconds (the time
between two heartbeats is about one second). As one can
imagine, in the beginning these axiomatic rulers were any-
thing but general or homogenous—for example, different
people have different feet. Only a few hundred years ago,
every Freie Reichsstadt (free city) in the German empire
had its own length and mass definitions. The county of
Baden had 112 different cubits at the beginning of the
nineteenth century, and the city of Frankfurt had 14 differ-
ent mass units.2 In some cities the old axiomatic ruler was
mounted at the city hall near the marketplace and can still
be visited today.

With the beginning of positivism, about the time of the
revolution in France, people were looking for absolute
types of rulers that could make it easier to compare dif-
ferent measurements at different locations. Thus, in 1790,
the meter was defined in Paris to be 1/40000000 of the
length of the earth meridian through Paris. Because such
a measurement is difficult to carry out, a physical arti-
fact was made out of a special alloy, and the standard
meter was born. This procedure was established by the
international treaty of the meter in 1875, and although the

unit definitions have changed, the contract is still valid
today.

Related to this search for suitable axiomatic rulers is the
question of how many different rulers are really necessary
to deduce all practical units. Among others, F. Gauss de-
livered valuable contributions to the answer. He proposed
a system consisting of only three units: mass, time and
length. All other mechanical and electrical and therefore
optical units could be deduced. As Lord Kelvin showed in
1851, the temperature is also directly related to mechani-
cal units. Therefore, along with the meter, two other axi-
omatic rulers were defined. Mass was defined by the in-
ternational kilogram artifact which was intended to have
the mass of one cubic decimeter of pure water at 4°C
(in fact it was about 0.0028 g too heavy). The definition
of time finally was related to the duration of a certain
(astronomical) day of the year 1900.

For various reasons, these definitions were not considered
suitable anymore in the second half of the 20th century,
and metrologists tried to find natural physical constants
as bases for the definition of the axiomatic units. At first
the time unit (second) and the length unit (meter) were
defined in terms of atomic processes. The meter was re-
lated to the wavelength of the light emitted from krypton
atoms due to certain electronic transitions. In the case
of the time unit, a type of cesium oscillator was chosen.
The second was defined by 9,192,631,770 cycles of the
radiation emitted by electronic transitions between two
hyperfine levels of the ground state of cesium 133.

These new definitions of the axiomatic units had a lot
of advantages over the old ones. The units of time and
length were now related to natural physical constants.
This means that everybody in the world can reproduce
these units without having to use any artifacts and the
units will be the same at any time in any place.

For practical reasons, more units were added to the
base units of the Système International d’Unités, or Inter-
national System of Units (SI). Presently there are seven
base units, two supplementary units, and 19 derived units
in the SI. The base units are listed in Table I. There is no
physical necessity for the selection of a certain set of base
units, but only practical reasons. In fact, considering the
definitions, only three of the base units—the second, kel-
vin, and kilogram—are independent, and even the kelvin
can be derived from mechanical units.
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Table I
Definitions of the Seven Base Units of the Système International d’Unités (SI)

Unit Name and Symbol Definition

Length meter (m) One meter is now defined as the distance that light travels in vacuum during a
time interval of 1/299792458 second.

Mass kilogram (kg) The kilogram is defined by the mass of the international kilogram artifact in
Sèvres, France.

Time second (s) A second is defined by 9,192,631,770 cycles of the radiation emitted by the elec-
tronic transition between two hyperfine levels of the ground state of cesium 133.

Electrical
Current

ampere (A) An ampere is defined as the electrical current producing a force of 2�10–7 new-
tons per meter of length between two wires of infinite length.

Temperature kelvin (K) A kelvin is defined as 1/273.16 of the temperature of the triple point of water.

Luminous
Intensity

candela (cd) A candela is defined as the luminous intensity of a source that emits radiation
of 540�1012 hertz with an intensity of 1/683 watt per steradian.

Amount of
Substance

mole (m) One mole is defined as the amount of substance in a system that contains as
many elementary items as there are atoms in 0.012 kg of carbon 12.

Nevertheless, some small distortions remain. Of course,
all measurements are influenced by the definitions of the
axiomatic units, and so the values of the fundamental
constants in the physical view of the world, such as the
velocity of light c, the atomic fine structure constant a,
Plank’s constant h, Klitzing’s constant R, and the charge
of the electron e, have to be changed whenever improve-
ments in measurement accuracy can be achieved.

This has led to the idea of relating the axiomatic units
directly to these fundamental constants of nature.3 In this
case the values of the fundamental constants don’t change
anymore. The first definition that was directly related to
such a fundamental constant of nature was the meter. In
1983 the best known measurement value for the velocity
of light c was fixed. Now, instead of changing the value for
c whenever a better realization of the meter is achieved,
the meter is defined by the fixed value for c. One meter is
now defined as the distance that light travels in a vacuum
during a time interval of 1/299792458 second. The next
important step in this direction could be to hold the value
e/h constant and define the voltage by the Josephson
effect (see the Appendix).

Calibration and Traceability

According to an international standard, calibration is “the
set of operations which establish, under specified condi-
tions, the relationship between the values indicated by the

measuring instrument and the corresponding known
values of a measurand.”4 In other words, calibration of
an instrument ensures the accuracy of the instrument.

Of course, no one can know the “real” value of a measu-
rand. Therefore, it must suffice to have a best approxima-
tion of this real value. The quality of the approximation is
expressed in terms of the uncertainty that is assigned to
the apparatus that delivers the approximation of the real
value. For calibration purposes, a measurement always
consists of two parts: the value and the assigned measure-
ment uncertainty.

The apparatus representing the real value can be an arti-
fact or another instrument that itself is calibrated against
an even better one. In any case, this best approximation
to the real value is achieved through the concept of trace-

ability. Traceability means that a certain measurement is
related by appropriate means to the definition of the unit
of the measurand under question. In other words, we trust
in our measurement because we have defined a unit (which
is expressed through a standard, as shown later), and we
made our measurement instrument conform with the defi-
nition of this unit (within a certain limit of uncertainty).

Thus, the first step for a generally accepted measurement
is a definition of the unit in question that is accepted by
everybody (or at least by all people who are relevant for
our business), and the next step is an apparatus that can
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realize this unit. This apparatus is called a (primary)
standard. What does such an apparatus look like? It sim-
ply builds the definition in the real world. In the case of the
second, for example, the realization of the unit is given
by cesium atoms in a microwave cavity, which is used to
control an electrical oscillator. The realization of the sec-
ond is the most accurate of all units in the SI. Presently,
uncertainties of 3�10–15 are achieved.5 The easiest real-
ization is that of the kilogram, which is expressed by the
international kilogram artifact of platinum iridium alloy
in Sèvres near Paris. The accuracy of this realization is
excellent because the artifact is the unit, but if the arti-
fact changes, the unit also changes. Unfortunately, the
mass of the artifact changes on the order of 10–9 kg per
year.5

Representation and Dissemination

National laboratories (like PTB in Germany or NIST in the
U.S.A.) are responsible for the realization of the units in
the framework of the treaty of the meter. Since there can
be only one institution responsible for the realization, the
national laboratories must disseminate the units to anyone
who is interested in accurate measurements. Most of the
realizing experiments are rather complicated and some-
times can be maintained for only a short time with an
appropriate accuracy. Thus, for the dissemination of the
unit, an easy-to-handle representation of the unit is used.
These representations have values that are traceable to
the realizing experiments through transfer measurements.
New developments in metrology allow the representation
of some units as quantum standards, so in some cases the
realization of a unit has a higher uncertainty than its rep-
resentation. In the Appendix this effect is discussed for
the example of electrical units.

Once the representation of a unit is available, the calibra-
tion chain can be extended. The representations can be
duplicated and distributed to institutions that have a need
for such secondary standards. In some cases, a represen-
tation can be used directly to calibrate general-purpose
bench instruments. In the case of electrical units, the rep-
resentations are used to calibrate highly sophisticated
calibration instruments, which allow fully automatic cali-
bration of a device under test, including the necessary
reporting.6

Although the calibration chain described above is a very
common and the most accepted method of providing

traceability, it is only one among others. Another method
of providing traceability involves comparing against nat-
ural physical constants. A certain property of a physical
system is measured with the device under test (DUT) and
the reading of the device is compared against the known
value of this property. For example, a wavelength mea-
surement instrument can be used to measure the wave-
length of the light emitted from a molecule as a result of
a certain electronic transition. The reading of the instru-
ment can easily be compared against the listed values for
this transition. This method of providing traceability has
some advantages. It is not necessary to have in-house
standards, which have to be recalibrated regularly, and
in principle, the physical constant is available everywhere
in the world at all times with a fixed value. However, a
fundamental issue is to determine what is considered to
be a natural physical constant. Of course there are the
well-known fundamental constants: the velocity of light,
Planck’s constant, the hyperfine constant, the triple point
of water, and so forth, but for calibration purposes many
more values are used. In literature some rather compli-
cated definitions can be found.3 We’ll try a simple defini-
tion here: a natural physical constant is a property of a
physical system the value of which either does not change
under reasonable environmental conditions or changes
only by an amount that is negligible compared to the
desired uncertainty of the calibration. Reasonable in this
context means moderate temperatures (�50 to 100°C),
weak electromagnetic fields (order of milliteslas), and so
forth.

Somewhat different from the two methods described
above are ratio-type measurements using self-calibrating
techniques. An example of this technique will be described
in the next section.

Calibration of Optical Instruments

In this section we describe the calibration procedures and
the related traceability concepts of some of the optical
measurement instruments produced by HP. In contrast to
the calibration of electrical instruments like voltmeters, it
is nearly impossible to find turnkey solutions for calibra-
tion systems for optical instruments. Because optical fiber
communications is a new and developing field, the mea-
surement needs are changing rapidly and often the stan-
dardization efforts cannot keep pace. 
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Calibration of Optical Power Meters

The basic instrument in optical fiber communications is
the optical power meter. Like most commercial power
meters used for telecommunications applications, the
HP 8153A power meter is based on semiconductor photo-
diodes. Its main purpose is to measure optical power,
so the most important parameter is the optical power
accuracy.

Figure 1 illustrates the calibration chain for HP’s power
meters. This is an example of the traceability concept of
an unbroken chain of calibrations. It starts with the pri-
mary standard at the Physikalisch Technische Bundes-
anstalt (PTB) in Germany. As discussed in the previous
sections, the chain has to start with the definition of the
unit. Since we want to measure power, the unit is the
watt, which is defined to be 1W�(1 m/s)(1 kg⋅m/s2).

Figure 1

Primary
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Standards at PTB
(Germany)

Electrically Calibrated
Radiometer in HP

Standards Laboratory
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for Production and

Service Centers
(Commercial Detectors)

Equipment Sold
to Customers

National Institute
of Standards and

Technology (U.S.A.)

Regular
Recalibration

Regular
Recalibration

Recommended
Recalibration Date

Comparison

The calibration chain for the HP 8153A optical power meter.
This is an example of calibration against a national stan-
dard (PTB). In addition, the HP working standards are cali-
brated at NIST in the U.S.A. Thus the calibrations carried
out with these working standards are also traceable to the
U.S. national standard. HP also participates in worldwide
comparisons of working standards. This provides data
about the relation between HP’s standards and standards
of other laboratories in the world.

Thus, the optical power must be related to mechanical
power. Normally such a primary standard is realized by
an electrically calibrated radiometer. The principle is
sketched in Figure 2. The optical power is absorbed
(totally, in the ideal case) and heats up a heat sink. Then
the optical power is replaced by an applied electrical
power that is controlled so that the heat sink remains at
the same temperature as with the optical power applied.
(The electrical power is related to mechanical units, as
shown in the Appendix.) In this case the dissipated elec-
trical power Pel is equal to the absorbed optical power
Popt and can easily be calculated from the voltage V and
the electrical current I:

Popt� VI� Pel.

As always, in practice the measurement is much more
complicated. Only a few complications are mentioned here;
more details can be found in textbooks on radiometry:7,8

� Not all light emitted by the source to be measured is
absorbed by the detector (a true black body does not
exist on earth).

� The heat transfer from the electrical heater is not the
same as from the absorbing surface.

� The lead-in wires for the heaters are electrical resistors
and therefore also contribute to heating the sink.

For these and other reasons an accurate measurement
requires very careful experimental technique. Therefore,

Figure 2

V

I
Pel VI

Thermopile

Absorber
(Heat Sink)

Popt

Electric Heater

Principle of an absolute radiometer (electrically calibrated
radiometer). The radiant power is measured by generating
an equal heat by electrical power. The heat is measured
with the thermopile as an accurate temperature sensor.
The optical radiation is chopped to allow control for equal
heating of the absorber: the electrical heater is on when
the optical beam is switched off by the chopper and vice
versa.



August 1998 •  The Hewlett-Packard Journal22Article 2  •   1998 Hewlett-Packard Company
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for dissemination, the optical watt is normally transferred
to a secondary standard, such as a thermopile. To keep
the transfer uncertainty low it is important that this trans-
fer standard have a very flat wavelength dependence, be-
cause the next element in the chain—the photodiode—
can also exhibit a strong wavelength dependence (see
Figure 3).

Normally, absolute power is calibrated at one reference
wavelength, and all other wavelengths are characterized

by their relative responsivities, that is, by the dependence
of the electrical output signal on the wavelength of an
optical input signal at constant power. Because of all the
experimental problems related to traceability from optical
to electrical (and therefore mechanical) power, an abso-
lute power uncertainty of 1% is hard to achieve. To keep
the transfer uncertainties from PTB to the HP calibration
lab as low as possible, HP uses an electrically calibrated
radiometer as the first device in its internal calibration
chain.

For the selection of a certain wavelength, a white light
source in combination with a grating-based monochroma-
tor is used (see Figure 4). This solution has some advan-
tages over a laser-based method:

� A continuous spectrum is available over a very large
wavelength range (from UV to the far IR). Lasers emit
light only at discrete lines or the tuning range is limited
to a few tens of nanometers.

� A tungsten lamp is a classical light source that exhibits
almost no coherence effects.

� The power can be kept relatively flat over a large wave-
length range.

� The output beam is only weakly polarized.

Standard

ÎÎ
ÎÎ
ÎÎ

ÏÏÏ
ÏÏÏ

ÏÏÏ

Halogen
Lamp

Radiation Source

Monochromator

Grating

Objective Lens

Meter
Under
Test

Figure 4

Calibration setup for absolute power calibration. The monochromator is used to select the wavelength out of the quasicontinu-
ous spectrum of the halogen lamp. The output power as a function of wavelength is first measured with the working standard
and then compared with the results of the meter under test. The deviation is used to calculate correction factors that are stored
in the nonvolatile memory of the meter.
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As always, in practice there are some disadvantages that
make a monochromator system an unusual tool:

� A monochromator is an imaging system, that is, external
optics are necessary to bring the light into a fiber or onto
a large-area detector.

� Available power is rather low compared to the power
levels available from telecommunications lasers. Typi-
cally 10 �W is achieved in an open-beam application,
but the power level that can be coupled into a fiber
may be 30 dB less.

� Because a monochromator is a mechanical tool, a wave-
length sweep is rather slow. This can give rise to power
stability problems.

� Often the optical conditions during calibration are quite
different from the usual DUT’s application. This leads to
higher uncertainties, which must be determined by an
uncertainty analysis.

Thus, setting up a monochromator-based calibration sys-
tem is not without problems. Nevertheless, for absolute
power calibration over a range of wavelengths it is the
tool of choice. The calibration is carried out by comparing
the reading of the DUT at a certain wavelength with the
reading of the working standard at this wavelength. The
deviation between the two readings yields a correction
factor that is written into the nonvolatile memory of the
DUT. In the case of the detectors for the HP 8153A power
meter the wavelength is swept in steps of 10 nm over the
whole wavelength range. The suitable wavelength range
depends on the detector technology. For wavelengths
between two calibration points, the correction factor is
obtained by appropriate interpolation algorithms. After
the absolute power calibration is finished, the instrument
can deliver correct power readings at any wavelength.

Calibration of Power Linearity

The procedure described above calibrates only the wave-
length axis of the optical power meter. How accurate are
power measurements at powers that do not coincide with
the power selected for the wavelength calibration? This
question is answered by the linearity calibration.

State-of-the-art power meters are capable of measuring
powers with a dynamic range as high as 100 dB or more.
Ideally, the readings should be accurate at each power
level. If one doubles the input power, the reading should
also double. A linearity calibration can reveal whether

this is really the case. The linearity of the power meter is
directly related to the accuracy of relative power measure-
ments such as loss measurements.

There are several reasons for nonlinearity in photodetec-
tors. At powers higher than about 1 mW, the photodiode
itself may become nonlinear because of saturation effects.
Nonlinearities at lower powers are normally caused by
the electronics that evaluate the diode signal. Internal
amplifiers are common sources of nonlinearity; their
gains must be adjusted properly to avoid discontinuities
when switching between power ranges. Analog-to-digital
converters can also be the reason for nonlinearities.

In a well-designed power meter the nonlinearities induced
by the electronics are very small. Thus, the nonlinearity of
a good instrument is near zero, which makes it quite diffi-
cult to measure with a small uncertainty. Indeed, often the
measurement uncertainty exceeds the nonlinearity.

The linearity calibration of HP power meters is an example
of a self-calibration technique.9,10 The nonlinearity NL at
a certain power level Px is defined as:

NL �
rx� rref

rref
,

where r�D/P is the power meter’s response to an optical
stimulation, with D being the displayed power and P the
incident power. The subscript ref indicates a reference
power level, which can be arbitrarily selected. Replacing
the responsivity r by D/P, the nonlinearity can be written
as:

NL �
Dx�Px

Dref�Pref
� 1 �

Dx
Dref

Pref

Px
� 1.

This can now be compared with the error for a loss mea-
surement. Loss means the ratio between two power levels
P1 and P2. Let D1 and D2 be the corresponding displayed
power levels, and define the real loss RL�P1/P2 and the
displayed loss DL�D1/D2. The loss error LE is given by
the relative difference between RL and DL:

LE � DL� RL
RL

�

DL
RL
� 1 �

D1P2

D2P1
� 1.

It is evident that if one selects P1 as reference power, the
loss error is given by the nonlinearity at Px�P2. If P1 is
different from the reference power Pref the statement is
still valid to a first-order approximation. The bottom line
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Figure 5

HP 8153A Optical Power Meter

HP 8156A Optical Attenuators

Coupler

Laser Sources

B

DUT Sensor

Pb

Pa

Setup for the self-calibrating method of linearity calibration.
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is that in relative power measurements like insertion loss
or bit error rate tests, linearity is the important property.

The setup for this self-calibration technique is shown in
Figure 5. First, attenuator A is used to select a certain
power Pa, which is guided through optical path A to the
power meter under test. The corresponding power reading
is recorded. Then attenuator A is closed and the same
power as before is selected with attenuator B, resulting in
a power reading Pb. Now both attenuators are opened,
and the resulting reading Pc should be nearly the sum
of Pa and Pb (see Figure 6). Any deviation is recorded
as nonlinearity. Using the same notation as before, the
displayed loss DL is given by:

DL�
Pc
Pa
�

Pc
Pb

.

The real loss RL can be calculated by adding the two first
readings:

RL�
Pa� Pb

Pa
�

Pa� Pb

Pb
.

Because Pa and Pb are selected to be equal, the non-
linearity NL is:

NL� DL
RL
�

Pc
Pa

Pa
Pa� Pb

�

Pc
Pa

Pa
Pa� Pa

�

Pc
2Pa

.

Figure 6
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The last term on the right side expresses the nonlinearity
only in terms of values that are measured by the instru-
ment under test. This means the calibration can be carried
out without a standard instrument. Of course, it would also
be possible to measure the real loss RL with a standard
instrument that was itself calibrated for nonlinearity by
a national laboratory. In any case, such a self-calibrating
technique has a lot of advantages. There is no standard
that must be shipped for recalibration at regular intervals,
whose dependencies on external influences and aging con-
tribute to the uncertainty of the calibration process, and
that could be damaged, yielding erroneous calibrations.

Calibration of Laser Sources

The last example will deal with calibration against natural
physical constants and will be used to make some remarks
about the determination of uncertainties. Having dealt
with optical power sensors we will now focus on sources.

The most commonly used source in optical communica-
tions is the semiconductor laser diode. Only a few years
ago, the exact wavelength emitted by the lasers was not
so important. Three wavelength windows were widely
used: around 850 nm, 1300 nm, and 1550 nm. 850 nm
was chosen pragmatically; the first available laser diodes
emitted at this wavelength. At 1300 nm, fiber pulse broad-
ening is minimal in standard fibers, allowing the highest
bandwidth, and at 1550 nm, fiber loss is minimum. As long
as a fiber link or network operated at only one wave-
length, as was mainly the case in recent years, and all its
components exhibited only weak wavelength dependence,
the exact wavelength was not of great interest. An accura-
cy of about 1 nm or even worse was good enough. Indeed,
a lot of laser sources are specified with an accuracy of
�10 nm.

The situation changed completely with the advent of
wavelength-division multiplexing (WDM). This means that
several different wavelengths (i.e., colors) are transmitted
over one link at the same time, allowing an increase in
bandwidth without burying new fibers. Since the single
channels are separated by only 1.6 or 0.8 nm, one can
easily imagine that wavelength accuracy becomes very
important. Today wavelength accuracy on the order of
a few picometers is required for WDM applications. The
task of providing such wavelength accuracy for tunable
laser sources like the HP 8168 Series is quite challenging.

Figure 7

Beam
Splitter

Detector
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Fixed Mirror
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Mirror

Principle of the Michelson interferometer. A coherent beam is
split by a beam splitter and directed into two different arms.
After reflection at the fixed and movable mirrors, the super-
position of the two beams is detected by a photodetector.
Because the two beams are coherent, the superposition will
give rise to an interference term in the intensity sum. Thus,
moving the movable mirror will cause the intensity detected
by the detector to exhibit minima and maxima. The distance
between two maxima corresponds to a displacement of �/2
of the movable mirror, where � is the wavelength of the laser
source. Measuring the necessary displacement to produce,
say, ten maxima will allow a direct determination of the wave-
length.

The accuracy should be the same over the whole wave-
length range. The first question is how wavelength is
measured.

First, it should be clear that wavelength means vacuum
wavelength, which is effectively the frequency. Unfortu-
nately, the wavelength of light varies under a change of
the refractive index of the material it passes through.
The tools for measuring nanometer distances are inter-
ferometers. Most of the commercially available wave-
length meters are based either on the Michelson interfer-
ometer or the Fabry-Perot interferometer.11 We will focus
on the Michelson technique here.

The principle of the Michelson interferometer is shown
in Figure 7. The challenge in the case of the Michelson
interferometer is to measure the shift of the movable
mirror. The required uncertainty of a few pm cannot, of
course, be achieved by mechanical means. Instead, the
interference pattern produced by light with a known
wavelength is compared to the pattern of the unknown
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source and by comparison the unknown wavelength can
be calculated. The known light source is used here as a
natural physical constant. Of course, the wavelength of
this source must be independent of external influences.
A stabilized He-Ne laser is often used because the central
wavelength of its 633-nm transition is well-known and
there are several methods of stabilizing the laser wave-
length to an accuracy of fractions of 1 pm. Thus, such an
interferometer-based wavelength meter is the ideal tool
to calibrate a laser source for wavelength accuracy.

As mentioned above, every measurement consists of two
parts: the measurement value and the corresponding un-
certainty. The uncertainty of a specific measurement is
estimated by a detailed uncertainty analysis.12 As an ex-
ample, Table II shows a fictitious uncertainty calculation
for measuring the vacuum wavelength of a laser source
with a Michelson interferometer in normal air. As shown,
all relevant influences have to be listed and their individual
contributions summed. The most difficult part is the

Table II
Example of an Uncertainty Calculation

Component

Standard
Deviation
�

Uncertainty
�

Internal Influences:
Uncertainty of Reference
Laser
Alignment, Diffraction
Fringe Counting
Resolution
Total 1

0.08�10–6

1.1�10–6

0.5�10–6

1.2�10–6

0.15�10–6

2.2�10–6

1.0�10–6

2.4�10–6

Atmospheric Influences:
Content of Carbon-
dioxide (1/ppm)
Relative Humidity
Air Pressure
Temperature
Total 2

0.17�10–9

1.95�10–9

2.88�10–8

5.71�10–9

2.94�10–8

0.34�10–9

4.00�10–9

5.76�10–8

1.14�10–8

5.88�10–8

Uncertainty of Edlén
Equation

1.15�10–8 2.30�10–8

Extension of Wavelength
Limits

1.15�10–8 2.30�10–8

Influences from Source
Under Test

3.11�10–10 5.38�10–10

Total 1.2�10–6 2.4�10–6

determination of the values of the contributions. For sta-
tistical reasons, the sum is gained by a root-sum-square
algorithm. This uncertainty calculation is the most impor-
tant part of a calibration. The quality of the instrument to
be calibrated is determined by the results of this analysis.
In the case of a calibration process in a production envi-
ronment, the specifications for all instruments sold depend
on it.

In Table II, the uncertainty caused by influences from the
source under test is considered to be rectangularly dis-

tributed. Thus, the standard deviation is 1� 3�  times the

uncertainty. In all other cases the standard deviation is
known and a Gaussian distribution can be assumed. This
leads to an uncertainty of two times the standard devi-
ation at a confidence level of 95%. The Edlén equation is
an analytical expression that describes the dependence
of the refractive index of air on environmental conditions
like temperature and humidity.

Wavelength or Frequency?

Finally, we’ll consider the relation between wavelength
and frequency. Because the definition of the meter is
related to the definition of time and therefore frequency
(and moreover, the frequency of light is invariant under
all external conditions) it seems that it might be better
to measure the frequency of the light emitted by a laser
source rather than its wavelength.

It is now possible to measure a frequency of around
100 THz (1014 Hz). About two years ago, researchers
from PTB succeeded in coupling the frequency of a laser
emitting at 657 nm directly to the primary time standard
(a Cesium clock as mentioned above) which oscillates at
9 GHz.13 This coupled laser is a realization of a vacuum
wavelength standard (and therefore a meter standard)
which currently has an unequaled uncertainty of 9�10�13.

Unfortunately, this method of directly measuring the
frequency of light is very difficult, time-consuming, and
expensive, so only a few laboratories in the world are able
to carry it out. Thus, for the time being, wavelength will
remain the parameter to be calibrated instead of frequency.
Nevertheless, this is a good example of how lively the
science of metrology is today.
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Appendix: Realization of Electrical Units

A lot of measurements today are carried out using electrical sen-
sors. Therefore, it is important to know how the electrical units are
realized and related to the mechanical quantities in the Système
International d’Unités (SI). In optical fiber communication all power
measurements use electrical sensors.

Historically, the electrical units are represented by the ampere
among the seven SI base units. Unfortunately, it is not easy to
build  an experiment that realizes the definition of the ampere
in the SI (see Table I on page 19).  It is disseminated using stan-
dards for voltage and resistance using Ohm’s law. Nevertheless,
there is a realization for the ampere (see the current balance in
Figure 1).

A coil carrying a current I exhibits a force F in the axial direction
(z direction) if it is placed in an external inhomogeneous magnetic
field H (F ∝ ∂ H(z)/∂z). The force is measured by compensating the
force with an appropriate mass on a balance. The uncertainty of
such a realization is around 10�6, the least accurate realization of
all SI base units.

A similar principle is used for the realization of the volt, which is
not a base but a derived SI unit. For realization one uses the fol-
lowing relation which can be derived from the SI definition of the
voltage V (1 volt = 1 watt /ampere):

W� V � I � t

Figure 1

I

I

Principle of a current balance. The force experienced by
the inner coil is compensated by an appropriate mass on
the balance.

or

V � W
I � t

.

This expression results from the energy W that is stored in a
capacitor that carries a electrical charge I⋅t. In this case one mea-
sures the force that is necessary to displace one capacitor plate
in the direction perpendicular to the plate (F�∂W/∂z). Again the
accuracy is about 10�6. The approximate uncertainties in realiza-
tion and representation of some SI units are listed in Table I.

Table I
Uncertainty of realization and representation of selected units
of the SI system. Note that the representation of the voltage
unit has a lower uncertainty than its realization.

Unit
Uncertainty of

Realization
Uncertainty of
Representation

kilogram 0 8�10�9

meter 9�10�13 3�10�11

second 1�10�14 1�10�14

volt 1�10�7 5�10�10

However, in contrast to the ampere, for the volt there is a highly
accurate method of representing the unit: the Josephson effect.
The Josephson effect is a macroscopic quantum effect and can be
fully understood only in terms of quantum physics. Only a brief
description will be given here.

A Josephson element consists of two superconducting contacts
that are separated by a small insulator. Astonishingly, there is an
electrical dc current through this junction without any voltage drop
across the junction. This is the dc Josephson effect. If one now
applies an additional dc voltage at the junction, one observes an
additional ac current with a frequency f that depends only on the
applied dc voltage V and the fundamental constants e (charge of
the electron) and h (Planck’s constant):

f� 2eV
h

.

This effect can be used to reproduce a dc voltage with very high
accuracy. One applies a dc voltage V and a microwave frequency f
at the junction and observes a superconducting mixed current with
ac and dc components. For certain voltages, and only for these 
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voltages, there is a resulting dc current in the time average. The
condition is:

V � nf h
2e

, n � 0, 1, 2, ��� .

The uncertainty in reproducing a certain voltage V thus depends
only on the uncertainty of f. As shown above, time and therefore
frequency can be reproduced very accurately. One only has to con-
trol the microwave oscillator with a Cesium time standard. With

this setup, an accuracy of 5�10�10 is achievable in the represen-
tation of the voltage unit, which is about 10,000 times better then
the accuracy in realization—really a strange situation. 

One solution would be to fix the value for e/h, similar to what was
done for the new definition of the meter by holding the value for c
constant. It would then be possible to replace the ampere as an SI
base unit by the volt and define the volt using the Josephson effect.

http://www.hp.com/hpj/journal.html
http://www.hp.com/hpj/98aug/au98a3.htm
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Techniques for Higher-Performance Boolean
Equivalence Verification

The techniques and algorithms presented in this paper are a result of six years’

experience in researching, developing, and integrating Boolean equivalence

verification into the HP Convex Division’s ASIC design flow. We have discovered

that a high-performance equivalence checker is attainable through careful

memory management, the use of bus grouping techniques during the

RTL-to-equation translation process, hierarchical to flat name mapping

considerations, subequivalence point cone partitioning, solving the false

negative verification problem, and building minimal binary decision diagrams.

In 1965 Gordon Moore observed that the complexity and density of the

silicon chip had doubled every year since its introduction, and accompanying

this cycle was a proportional reduction in cost. He then boldly predicted—what

is now referred to as Moore’s Law—that this technology trend would continue.

The period for this cycle was later revised to 18 months. Yet the performance

of simulators, the main process for verifying integrated circuit design, has not

kept pace with this silicon density trend. In fact, as transistor counts continue

to increase along the Moore’s Law curve, and as the design process transitions

from a higher-level RTL (Register Transfer Language) description to its gate-

level implementation, simulation performance quickly becomes the major

bottleneck in the design flow.

In 1990, the HP Convex Division was designing high performance systems that

used ASICs with gate counts on the order of 100,000 raw gates. During this

period the HP Convex Division used a third-party simulator for both RTL and

gate-level verification. This simulator had the distinction of being the fastest

RTL simulator on the market, but it also suffered the misfortune of being one

of the market’s slowest gate-level simulators in our environment. Hence,

��		� �� ��
��	

��		� �� ��
��	
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running gate-level simulations quickly became a major
bottleneck in the HP Convex Division system design flow.
In addition, these regression simulations could not com-
pletely guarantee equivalence between the final gate-level
implementation and its original RTL specification. This
resulted in a lack of confidence in the final design.

To address these problems, the HP Convex Division began
researching alternative methods to regression simulation,
resulting in a high-performance equivalence checker
known as lover (LOgic VERifier).

Today, the HP Convex Division is delivering high-perfor-
mance systems built with 0.35-�m CMOS ASICs having on
the order of 1.1 million raw gates.1 lover has successfully
kept pace with today’s silicon density growth, and has
completely eliminated the need for gate-level regression
simulations. Our very large system-level simulations are
now performed entirely at the faster RTL level when com-
bining the various ASIC models. This has been made pos-
sible by incorporating our high-performance equivalence
checker into our design flow. We now have confidence
that our gate-level implementation completely matches
its RTL description.

Boolean Equivalence Requirements

Our experience has been that last-minute hand tweaks in
the final place-and-route netlist require a quick and simple
verification process that can handle a complete chip
RTL-to-gate comparison. Such hand tweaks, and all hand-
generated gates, are where most logic errors are inadver-
tently inserted into the design. The following list of re-
quirements drove the development of the HP Convex
Division’s high-performance equivalence checker:

� Must support RTL-to-RTL (flat and hierarchical)
comparisons during the early development phase.

� Must support both synthesizable and nonsynthesizable
Verilog RTL constructs for RTL-to-gate comparisons.

� Must support a simple one-step process for comparison
of the complete chip design (RTL-to-gate, gate-to-gate,
hierarchical-to-flat).

� Must support the same Verilog constructs and policies
defined for the entire HP Convex Division design flow
(from our cycle-based simulator to our place-and-route
tools), along with standard Verilog libraries.

Boolean Equivalence Verification

Boolean equivalence verification is a technique of mathe-
matically proving that two design models are logically
equivalent (e.g., a hierarchical RTL description and a flat
gate-level netlist). This is accomplished by the following
steps:

1. Compile the two designs. Convert a higher-level Verilog
RTL specification into a set of lower-level equations and
state points, which are represented in some internal data
structure format. For a structural or gate-level implemen-
tation, the process includes resolving instance references
before generating equations.

2. Identify equivalence points. Identify a set of controlla-
bility and observability cross-design relationships. These
relationships are referred to as equivalence points, and
at a minimum consist of primary inputs, primary outputs,
and register or state boundaries.

3. Verify equivalence. Verify the logical equivalence
between each pair of observability points by evaluating
the following equivalence equation:

�

�m1(xi)�m2(xi)� � �xi � De(x)� � 1. (1)

In the equivalence equation (equation 1), � is the propo-
sitional logic NOT or negation operator, � is the proposi-
tional logic OR or disjunction operator, � is the Boolean
XOR operator, � is the set intersection operator, m1 repre-
sents the logic expression (or cone of logic*) for an ob-
servability equivalence point found in design model 1, and
m2 is the expression for the corresponding point found in
design model 2. The variables xi are the cone’s input or
controllability equivalence points for both models’ logic
expressions. Finally, De(x) is known as the don’t care set

for the equivalence point e, and consists of all possible
values of x for which the logical expressions m1 and m2

do not have to match. Figure 1 graphically illustrates the
process of proving equivalence between two observability
equivalence points.

Another way to view Figure 1 is to observe that if a com-
bination of xi can be found that results in m1(xi) evaluating
to a different value than m2(xi), and xi is not contained
within the don’t care set De(x), then the two models are

* A cone of logic is the set of gates or subexpressions that fan into a single point, either a
register or an equation variable.
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Figure 1
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formally proved different by the following nonequivalence

equation:

�m1(xi)�m2(xi)� ��

�xi � De(x)� � 1, (2)

where � is the propositional logic AND or conjunction
operator. Finding an xi that will satisfy the nonequiva-
lence equation, equation 2, is NP-complete.* In general,
determining equivalence between two Boolean expres-
sions is NP-complete. This means, as Bryant2 points out,
that a solution’s time complexity (in the worst case) will
grow exponentially with the size of the problem.

Instead of trying to determine inequality by finding a value
for x that satisfies the nonequivalence equation, a better
solution is to determine the equality of m1 and m2 through
a specific or unique symbolic or graphical representation,
such as an ordered-reduced binary decision diagram

(OBDD).

Ordered-Reduced Binary Decision Diagrams

An ordered-reduced binary decision diagram (OBDD) is a
directed acyclic graph representation of a Boolean func-
tion.2 The unique characteristic of an OBDD is that it is a
canonical-form representation of a Boolean function,
which means that the two equations m1 and m2 in our
previous example will have exactly the same OBDD rep-
resentation when they are equivalent. This is always true
if a common ordering of the controllability equivalence
points is used to construct the OBDDs for m1 and m2.

Choosing an equivalence point input ordering can, in
some cases, influence the resulting size of the OBDD.
In addition, finding an optimal ordering of equivalence

* An NP-complete or co-NP-complete problem is a relatively intractable problem requiring
an exponential time for its solution. See reference 3.

Figure 2
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points in an attempt to minimize an OBDD is itself a
co-NP-complete problem.2,3 However, for most cases it is
only necessary to find a good ordering, or simply one that
works. Techniques for minimizing the size of an OBDD
will be described later in this paper.

Figures 2 and 3 show two examples of an OBDD for the
Boolean function (a & d) | (b & c), where & is the Boolean
AND operator and | is the Boolean OR operator.

Performance Techniques

This section provides details and techniques for achieving
high performance in the Boolean equivalence verification
process. Some of the techniques can be incorporated into
a user’s existing design flow to achieve higher performance
from a commercial equivalence checker.

Figure 3
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Figure 4

module modA();
 modC c ();

module top();
 modA a ();
 modB b ();

module top();
 wire \a.c.foo ;
 wire \b.d.boo ;

module modB();
 modD d ();

module modC();
wire foo ; module modD();

wire boo ;

(a) (b)

Hierarchical to flat name mapping. (a) Hierarchical RTL and gates. (b) Flat gate description.

Don’t Throw Away Useful Information. When establish-
ing an ASIC design flow, it is a benefit to view the entire
flow globally—not just the process of piecing together
various CAD tools (simulators, equivalence checkers,
place-and-route tools, etc.). Why throw out valuable in-
formation from one process in the design flow and force
another process to reconstruct it at a significant cost in
performance?

At the HP Convex Division, we’ve designed our flow such
that the identification of registers and primary inputs and
outputs is consistent across the entire flow. The same
hierarchical point in a Verilog cycle-based simulation
run can be referenced in a flat place-and-route Verilog
netlist without having to derive these common points
computationally.

Name Mapping. lover will map the standard cross-design
pairs of controllability and observability equivalence
points directly as a result of the the HP Convex Division
flow’s naming convention. Figure 4 helps illustrate how
name mapping can be preserved between a hierarchical
RTL Verilog tree of modules and a single flat gate-level
description.

To support non-name-based mapping of equivalence
points, that is, designs that violate the HP Convex Divi-
sion flow naming conventions, lover will accept equiva-
lence mapping files containing the two designs’ net pair
relationships. In addition, the user can provide a special
filter function, which will automate the process of resolv-
ing cross-design name mapping for special cases.

For example, let f1 be a special mapping function for
design model 1 and f2 be a special mapping function for
design model 2. Then an equivalence point will be estab-
lished whenever f1(�) = f2(�). This allows the two models’
Verilog wire and register names (or strings � and �) to
differ, but resolve to the same equivalence point through
their special mapping functions.

Cone Partitioning. A technique known as cone partition-

ing is used to minimize the size of the OBDDs built during
the verification process, since smaller OBDDs require
significantly less processing time and consume much less
memory than larger ones. Cone partitioning is the process
of taking a large cone of logic and dividing it into a set of
smaller sized cones. Figure 5 helps illustrate this concept.
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Figure 5

(a) (b)

Cone partitioning.(a) Large cone of logic. (b) Set of
partitioned cones.

The two designs verified by lover are stored internally in a
compact and highly efficient net/primitive relational data
structure. OBDDs are built from the relational data struc-
ture only on demand for the specific partitioned cone of
logic being proved, and then immediately freed after their
use. This eliminates the need to optimize the specific
cone’s OBDD into the entire set of OBDDs for a design. In
addition to achieving higher performance during the veri-
fication process, this ensures that any differences found
between the partitioned cones tends to be isolated down
to either a handful of gates or a few lines of RTL code.
This greatly simplifies the engineer’s debug effort.

Another advantage of cone partitioning is that it becomes
unnecessary to spend processing time minimizing equa-
tions for large cones of logic, since they are automatically
decomposed into a set of smaller and simpler cones.

In general, cones of logic are bounded by equivalence

points, which consist of registers and ASIC input and out-
put ports. However, lover takes advantage of a set of pairs
of internally cross-design equivalent relationships (e.g.,
nets or subexpressions), which we refer to as subequiva-

lence points, to partition large cones. Numerous methods
have been developed to compute a set of cross-circuit
subequivalence points based on the structural informa-
tion or modular interfaces.4 Costlier ATPG (automatic
test pattern generator) techniques are commonly used to
identify and map subequivalence points between designs
lacking a consistent naming convention. lover determines
subequivalence points directly without performing any
intensive computations by taking advantage of the con-
sistent name mapping convention built into the the HP
Convex Division design flow. Numerous subequivalence
points are derived directly from the module’s hierarchical
boundaries.

In addition, lover attempts to map the Verilog module’s
internal wire and register variable names between de-
signs. For example, Synopsys will unroll the RTL Verilog
wire and register bus ranges as follows:

wire [0:3] foo;

will be synthesized into gates with the following unrolled
names:

wire \foo[0], \foo[1], \foo[2], \foo[3];

lover recognizes Synopsys’ unrolled naming convention
and will map these points back to the original RTL de-
scription. This results in a significantly better cone parti-
tion than limiting the subequivalence points to only the
structural or module interface.

The performance gains achieved through cone partitioning
are highly variable and dependent on a circuit’s topology.
Some modules’ measured performance gains have been
on the order of 20 times, while other modules have suf-
fered a performance loss of 1.5 times when applying a
maximum cone partition. The performance gains tend to
increase as the proof moves higher up the hierarchy of
modules (due to larger cones). In general, we’ve observed
that cone partitioning contributes to about a 40% increase
in performance over the entire chip. More important, cone
partitioning allows us to prove certain topologies contain-
ing large cones of logic that would be impractical to prove
using OBDDs.

OBDD Input Ordering. Cone partitioning has the addition-
al advantage of simplifying the ordering of OBDDs by re-
ducing the size of the problem. lover uses a simple topo-
logical search through these smaller partitioned cones,
which yields an excellent variable ordering for most cases.
This search method was first proposed by Fujita,5 and
consists of a simple depth-first search through a circuit’s
various logic levels, starting at its output and working
backwards towards its controllability equivalence points.
The equivalence points encountered first in the search are
placed at the beginning of the OBDD variable ordering.

Solving the False Negative Problem. Cone partitioning
techniques used to derive cross-circuit subequivalence
points can lead to a proof condition known as a false neg-

ative. This quite often forces the equivalence checker into
a more aggressive and costlier performance mode to com-
plete the proof. We have developed a method of identifying
a false negative condition while still remaining in the faster
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Figure 6

e

x1x0

x2

x3

m2

m1(x1, x2, x3) m2(x1, x2, x3)
when x1 1 and x2 1
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name-mapping mode throughout the entire verification
process.

One type of false negative can occur when the RTL speci-
fies a don’t-care directive to the synthesis tool, and the
equivalence checker does not account for the don’t care
set De(x) in equation 1.

Another more troublesome type of false negative can occur
when the synthesis process recognizes a don’t care opti-
mization opportunity not originally specified in the RTL.
This can occur when the synthesis step is applied to a sub-
expression, which then takes an optimization advantage
over the full cone of logic (e.g., generating gates for a sub-
expression with the knowledge that a specific combination
of values on its inputs is not possible).

Figure 6 provides a simple example of this problem. It is
possible that the partitioned cone m2’s synthesized logic
will be optimized with the knowledge that x1 and x2 are
always mutually exclusive. This can lead to a false nega-
tive proof on the partitioned cones m1(x1, x2, x3) and
m2(x1, x2, x3) for the impossible case x1�1 and x2�1.

However, if the subequivalence points that induced the
false negative condition are removed from the cone parti-
tion boundaries of m1 and m2 (e.g., x1 and x2), the result-
ing larger cone partition m1′(x0, x3) is easily proved to be
equivalent to m2′(x0, x3). Figure 7 helps illustrate how
the false negative condition can be eliminated by viewing
a larger partition of the cone.

There are numerous situations that can induce a false
negative condition, and most are much more complex
than the simple example provided in Figure 6. lover has
algorithms built into it that will detect and remove all
false negative conditions. These algorithms are invoked

only when nonequivalence has been determined between
observability points.

The algorithm used to solve a false negative performs a
topological or breadth-first search through the levelized
cone of logic, removing the first input or controllability
equivalence point encountered. It then reproves the re-
sulting larger cone. The following steps describe the algo-
rithm used by lover to remove a false negative condition:

1. Levelize the cone of logic by assigning the observability
equivalence point the number 0. Then, step back to the
next level of logic in the cone, assigning a logic level num-
ber to each logic primitive and net. Continue this process
back through all levels of logic until reaching the cone’s
controllability equivalence points.

2. Remove the lowest level of logic (or numbered) con-
trollability subequivalence point, resulting in a larger cone
partition.

3. Relevelize the new large cone of logic.

4. Identify and order the new set of input controllability
equivalence points.

5. Try reproving the new larger cone partition with the
new set of controllability subequivalence points.

6. If the new cone partition is proved nonequivalent and
we can continue removing subequivalence points (i.e., we
haven’t reached a register or ASIC port boundary) go to

Figure 7
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step 2. Otherwise, we are done. If step 5 is proven, the two
cones are equivalent.

Process Memory Considerations. Most high-performance
tools require their own memory management utility to
reduce the system overhead time normally associated
with searching a process’s large memory allocation table.
lover implements three methods of managing memory: (1)
recycle high-use data structure elements during compila-
tion, (2) ensure that memory is unfragmented when build-
ing OBDDs (i.e., at the start of each cone’s proof), and (3)
maintain and manipulate a single grouped structure repre-
sentation for equations containing buses.

� High-Use Data Structure Recycling. The various data
structures (or C typedefs) used during the compilation
process can be recycled when it becomes necessary to
free them. Recycling is a technique of linking the specific
structure types together into a free list. Later compila-
tion steps can tap into these lists of high-use data struc-
ture elements and not incur any of the system overhead
normally associated with allocating or freeing memory.
We have observed performance gains in the order of
1.25 times for small designs and up to 2 times for larger
designs by using data structure recycling techniques.

� OBDD Unfragmented Memory Management. A block of
memory should be reserved for use by the OBDD mem-
ory management utilities. Once a proof is complete for a
partitioned cone, its memory block can be quickly reset
to its original unfragmented state by simply resetting
a few pointers. Working with a block of unfragmented
memory increases the chances of fitting a cone’s OBDD
into the system’s cache. The performance gains achieved
by controlling the fragmentation of memory are signifi-
cant, but hard to quantify. In general, we have observed
that the performance of manipulating OBDDs degrades
linearly as memory fragmentation increases.

� Grouping Structures for Verilog Buses. Care should be
taken to retain the buses within an equation as a single
grouped data structure element for as long as possible.
Expanding an equation containing buses into its individ-
ual bits too soon will result in a memory explosion dur-
ing the compilation process and force unnecessary elab-
oration on the equation’s replicated data structures (i.e.,
process duplication while manipulating the individual
bits for a bused expression).

The Don’t Care Set. As a final comment on performance
techniques, we need to point out that the HP Convex
Division design flow has a requirement of simulating the
ATPG vector set on the RTL. This helps flush out any
ATPG model library problem and provides an additional
sanity check and assurance that Boolean equivalence veri-
fication was performed on the entire design. An additional
benefit of verifying the ATPG vectors at the RTL level is a
potential tenfold speedup in simulation performance com-
pared to a gate-level simulation of the vector set.

To support RTL simulation of the ATPG vectors, the Veri-
log control structures (e.g., case and if) must be fully speci-
fied or defaulted to a known value. lover takes advantage
of this flow requirement and makes no attempt to gather
and process the don’t-care set De(x) in equation 1. We
have developed linting tools within our flow to ensure that
these control structures are fully specified. In addition,
lover detects violations of this ATPG RTL requirement.

Performance Gains

This section demonstrates the performance gains that can
be achieved through techniques described in this paper.
The benchmarks for Tables I and II were performed on
an HP S-Class technical server (a 16-way symmetric multi-
processing machine based on the HP PA 8000 processor
with 4G bytes of main memory). The single-threaded per-
formance times provided for lover include a composite of
the RTL and gate-level model compilation times, as well
as the verification step (unlike most commercial tools,
compilation and verification are performed within a single
process).

Table I describes four recently designed 0.35-�m CMOS
ASICs built for Hewlett-Packard’s Exemplar S-Class and
X-Class technical servers. These times represent a com-
parison of a full hierarchical RTL Verilog model to its
complete-chip flat gate-level netlist.

Table II presents the gate-to-gate run-time performance
for the same four ASICs. These times represent a com-
plete chip hierarchical gate-level model (directly out of
synthesis) compared to its final hand-tweaked flat place-
and-route netlist.
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Table I
RTL-to-Gate lover Results

Chip Name
Size

(kgates) Minutes GBytes

Processor Interface 550 116 1.3

Crossbar 500 26 1.1

Memory Interface 570 68 1.3

Node-to-Node Interface 300 56 1.0

Table II
Gate-to-Gate lover Results

Chip Name
Size

(kgates) Minutes GBytes

Processor Interface 550 20 1.2

Crossbar 500 9 0.9

Memory Interface 570 20 1.2

Node-to-Node Interface 300 10 0.9

Additional Performance Gains

The Hewlett-Packard Convex Division is in the business
of researching and developing symmetric multiprocessing
high-performance servers. Historically, most vendors’ CAD
tools have lagged behind the design requirements for our
next-generation systems. To solve the vast and escalating
problems encountered during the design of these systems,
the HP Convex Division has begun research in the area of
parallel CAD solutions.6 A prototype multithreaded equiv-
alence checker (p-lover) has been developed to investigate
the potential performance gains achievable through paral-
lel processing.

The prototype multithreaded equivalence checker is based
on lover’s single-threaded proof engine. A front-end input
compiler and data structure emulation engine was devel-
oped to feed the parallel threads with partitioned cones of
logic for verification.

Figure 8 shows the speedup factors we obtained with
p-lover when launching two, four, and six threads. Note
the superlinear performance we were able to achieve with

two threads (see reference 6 for a discussion of super-
linear behavior). Each thread only contributed a 4% in-
crease in the overall process memory size. This can be
attributed to a single program image for the compiled
net and primitive relational data structures, which were
stored in globally shared memory.

The following is a list of multithreaded tool design consid-
erations we’ve identified while developing our prototype
equivalence checker:

� Long Threads. To reduce the overhead incurred when
launching threads, the full set of observability equiva-
lence points needs to be partitioned into similar-sized
subsets or lists for each thread (i.e., threads should be
launched to prove a list of cones and not a single point).
Figure 9 helps illustrate this idea.

� Thread Balancing. When a thread finishes proving its
list of observability equivalence points, the remaining
threads should rebalance their list of unproven cones
to maintain maximum tool performance.

� Thread Memory Management. Each thread must have
its own self-contained memory management and OBDD
utility.

Figure 8
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� System Resources and Locking. All I/O and logging must
be eliminated from the individual launched threads.
Otherwise, the locking and unlocking schemes built into
the system resource’s critical sections will dramatically
degrade the tool’s performance. Errors can be flagged
in internal data structures and reported after all threads
have finished processing their individual lists of equiva-
lence points.

A production version of p-lover will require additional
research to eliminate some of the locking requirements
necessary when addressing globally shared memory.
In particular, solving the false negative problem in a
multithreaded environment will require some additional
thought. However, the potential performance gains
obtainable through a multithreaded equivalence checker
are attractive.

Conclusion

Boolean equivalence verification, an integral process
within the HP Convex Division’s ASIC design flow, bridges
the verification gap between an ASIC’s high-level RTL
used for simulation and its place-and-route gate-level net-
list. We have presented techniques in this paper that have
contributed to the development of a Boolean equivalence
checker with performance on the order of 100 times faster
than many currently available commercial tools. Even a
commercial equivalence checker will benefit substantially
if its users understand a few of the techniques we have
presented and apply them directly to their design flow
(e.g., name mapping, subequivalence points, and cone
partitioning concepts). Finally, we have presented data
from a prototype multithreaded equivalence checker to
illustrate that an even higher performance level is attain-
able through a parallel solution.
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On-Chip Cross Talk Noise Model for
Deep-Submicrometer ULSI Interconnect

A simple closed-form model for calculating cross talk noise on signal lines

in deep-submicrometer interconnect systems has accuracy comparable to

SPICE for an arbitrary ramp input rate. Interconnect resistance, interconnect

capacitance, and driver resistance are all taken into account. The model is

suitable for rapid cross talk estimation and signal integrity verification.

Interconnect geometry in deep-submicrometer integrated circuit tech-

nologies is being aggressively scaled down for wiring density, leading to high

aspect ratios in metal lines.1-3 For example, according to the Semiconductor

Industries Association roadmap, metal aspect ratio is expected to reach 2:1 in

the 0.25-�m technology generation and 3:1 by the year 2004. As a result of the

increasing metal aspect ratio, capacitive coupling between neighboring signal

lines increases and more cross talk noise is generated. With increasing edge

rates and ground bounce in advanced technologies, cross talk will become a

pervasive signal integrity issue.

Traditionally, SPICE simulations have been used to estimate cross talk noise

in the signal lines. Although accurate, these simulations are time-consuming.

When the number of signal lines easily exceeds one million as it does in today’s

advanced microprocessors, SPICE simulations are too inefficient to carry out

for each line. A rapid and accurate cross talk noise estimation alternative is

needed to ensure acceptable signal integrity in a limited design cycle time.

In reference 4, a closed-form model based on RC transmission line analysis is

presented. However, the driver modeling is not discussed and the analysis is

limited to step response. Another model approximates the driver with a resistor

and a ramp voltage source,5 but signal line resistance is neglected. These

approaches lack the accuracy needed in deep-submicrometer interconnect

analysis.
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In this paper we present a closed-form cross talk noise
model with accuracy comparable to that of SPICE for an
arbitrary ramp input rate. Interconnect resistance, inter-
connect capacitance, and driver resistance are all taken
into account.

Model for Timing-Level Analysis

First, we derive a closed-form expression for cross talk
noise when the rise time at the aggressor output is known.
A circuit schematic of this model is shown in Figure 1.
In a typical electronic design automation environment,
circuit timing simulators can provide a rapid and accurate
estimate of the signal rise time at the output of a driver.
This information significantly simplifies our driver model-
ing. An aggressor transistor is treated as a ramp voltage
source, Vs (�Vdd/Tr). A victim transistor is modeled as
an effective resistance, Rvd. This value is taken to be the
linear resistance for the p- or n-channel MOSFET, depend-
ing on the victim line’s logic state. This driver resistance
and the victim line resistance, Rvi, are lumped into a single
resistance, Rv. Ra is the line resistance of the aggressor.
Ca and Cv are the lumped capacitance for the aggressor
line and victim line, respectively, and Cc is the coupling
capacitance between the lines (Figure 2).

Based on the circuit in Figure 1, the cross talk noise
voltage Vx as a function of time t is expressed as:

(1)

Figure 1

Rv

CcRa
Vs Ca Cv

Vx

A circuit diagram for the cross talk models in this paper. In
the timing-level model, the aggressor driver is modeled as a
ramp input, Vs (�Vdd/Tr), and Ra is the line resistance of the
aggressor. In the transistor-level model, Vs is the ramp input
to the aggressor driver, and Ra is the sum of aggressor driver
resistance Rad and the aggressor line resistance Rai. In both
models Rv is the sum of the line and driver resistances. Ca
and Cv are the lumped ground capacitances for the aggres-
sor line and victim line, respectively, and Cc is the lumped
coupling capacitance.

for 0�t�Tr, and as:

(2)

for Tr�t, where Vdd is the supply voltage, Tr is the rise
time at the output of the aggressor driver, and

(3)

(4)

(5)

The peak voltage, Vx,max, always occurs when Tr�t.
Therefore, by differentiating equation 2 with respect to t,
we obtain:

Vx,max� (6)

Figure 2

Cc

Ca Cv

Aggressor
Line

Victim
Line

Ground

A cross-sectional view of two lines above a ground plane
considered in this study. The coupling capacitance Cc is the
source of on-chip cross talk noise. It is a significant fraction
of total interconnect capacitance in deep-submicrometer
interconnect technology.
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Figure 3
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solid line and the SPICE simulations are represented by
circles. The error of the model compared with SPICE is less
than 10%. Cross talk noise increases sharply for line lengths
over 1000 �m before reaching a saturation value.

where ϕ1 � exp(�Tr/�1)�1 and ϕ2 � exp(�Tr/�2)�1.
For a sufficiently slow rise time (Tr��2), Vx,max approaches
the limit of RvCcVdd/Tr. Also, for a special case where
Ra�Rv, Ca�Cv, and Tr�0, equation 6 reduces to a simple
model presented by Sakurai:4

Vx,max�
Vdd

2
Cc

Ca� Cc
. (7)

The accuracy of the model of Figure 1 is demonstrated
in Figure 3 and Figure 4 for a representative cross-
sectional geometry of a global line in 0.25-�m technology.6

To account appropriately for the distributed nature of the
interconnect RC network, the lumped ground capacitances
Ca and Cv are scaled by a factor of 0.5 based on the Elmore
delay model.7 The lumped coupling capacitance Cc, on
the other hand, is scaled by a semi-empirical, technology
independent factor, ��(1��)[exp(�Tr/�0)]��. The
parameter � accounts for the presence of the victim driver
resistance, and is given by �����[1�Rvd/(Rvi�Rvd)]. � is
unity for a device-dominated case in which shielding re-
sulting from interconnect resistance is negligible, and it
decreases monotonically to 0.5 as interconnect becomes

more dominant. The scaling factor � is equal to � for a
slow rise time, but monotonically approaches unity for a
sufficiently fast rise time. In Figure 3 line length is varied
to cover both the device-dominated case (interconnect
length�1000 �m) and the interconnect-dominated case
(interconnect length�3000 �m). The model prediction
matches the SPICE results very well. The agreement is
also excellent in Figure 4, where the rise time varies
over a wide range.

Since all parameter values in equations 1 through 7 are
readily available from the timing analysis tools, this model
forms an excellent basis for a cross talk screening tool at
the timing level. The nonproblematic signal lines can be
quickly identified and filtered with this model. Only those
lines that potentially violate noise margin need further
detailed simulations. The efficiency of signal integrity
verification can be significantly improved by this scheme.

Figure 4
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error of the model compared with SPICE is less than 10%.
Cross talk noise is a strong function of rise time and is a
serious concern when rise time becomes less than 200 ps
in deep-submicrometer technologies.
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Model for Transistor-Level Analysis

Next, we consider a case in which the rise time to the
input of the aggressor transistor is known. In this case
the rise time at the output of the aggressor transistor is
first computed as a function of the input rise time using a
technology dependent function. Then equation 6 is used
to calculate the maximum cross talk noise.

The rise time at the output of the aggressor transistor, Tr ,
is expressed as:

Tr� Tri� Trw� Trc , (8)

where Tri , Trw , and Trc account for the intrinsic delay,
input slope, and interconnect loading dependencies,
respectively.

Intrinsic Delay Dependency. The intrinsic delay depen-
dency of the aggressor output rise time, Tri , is empirically
expressed as:

Tri� ki
Vdd

Id,sat
Cj , (9)

where Vdd is the supply voltage, Id,sat is the saturation
source-to-drain current, and Cj is the junction capacitance.
The Tri  term is usually small (�5 ps) and is independent
of the aggressor input rise time. It is also independent of
device size; both Id,sat and Cj increase as the driver size
increases, canceling each other. The term ki is a fitting
parameter. Our study shows that ki�0.4 for many different
technology generations. The Tri term is important only for
the following cases:

� Older technology generations for which the RC of a
device is significant

� A transistor with extremely small loads

� Very fast input rise time (�35 ps).

None of these cases is of practical interest in deep-
submicrometer technologies.

Input Slope Dependency. The input slope dependency of
the aggressor output rise time, Trw, is a linear function of
the aggressor input rise time, Tra :

Trw� kwTra , (10)

where kw is a technology dependent fitting parameter and
is typically between 0.1 and 0.2 for deep-submicrometer
technologies. This linear relationship holds extremely

Figure 5
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the aggressor driver for 0.25-�m and 0.18-�m technologies. A
linear relationship holds well for input rise time above 50 ps.

well for the practical values of Tra ranging from 50 ps to
500 ps, as shown in Figure 5.

This input slope dependency term can be very significant,
especially for slower input signals and small load capaci-
tances. For instance, for a 1-mm line with Tra �160 ps,
Trw can be as high as 30% of Tr .

Interconnect Loading Dependency. The third term in
equation 8 results from the charging and discharging of
the interconnect through the aggressor driver. Since the
driver goes through both the saturation and linear modes
of operation during the charging and discharging, Trc has
two corresponding terms:8

(11)

where Ci is the interconnect capacitance, Vt is the threshold
voltage of the driver, and k is the device transconductance,
which is given by:
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k�
2Id,sat

(Vdd� Vt)2
. (12)

The term � is an empirical expression to account for
capacitance shielding caused by interconnect resistance,
and is given by:

(13)

where Rai and Rad are the aggressor line resistance and
driver resistance, respectively. The term � is an empirical
constant accounting for the loss due to short-circuit
current and is typically equal to 1.2. Short-circuit current
does not serve to charge or discharge the line.

The first term in equation 11 describes the transient in the
saturation region, but is typically much smaller than the
second term because of the large current drive and the
small voltage swing in the saturation region. The second
term is for the transient in the linear region, and is tech-
nology dependent only on the ratio of Vt/Vdd.

Figure 6
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range of interconnect lengths.
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Benchmark of Model. Rise time values at the output of
the aggressor driver calculated based on equations 8
through 13 for a wide range of interconnect lengths are
compared with SPICE simulations in Figure 6. The model
predictions are in good agreement with SPICE simulations.
The modeling error compared with SPICE is shown to be
less than 10% in Figure 7.

As a comparison, the rise time estimation based on a pre-
viously published model9 is also shown in Figure 6. This
model neglects Tri and Trw. Also, interconnect capaci-
tance shielding and short-circuit current in Trc are not
considered. As a result, this model significantly under-
estimates Tr for short lines and overestimates Tr for long
lines.

Once the rise time at the output of the aggressor driver is
calculated, the corresponding peak cross talk noise can
be computed based on equation 6. In Figure 8, modeled
and SPICE peak cross talk noise values are plotted as a
function of interconnect length. Our model provides a
very smooth curve and matches the SPICE result within
10% over a wide range of interconnect lengths.

The technology dependent fitting coefficients in equations
9 through 11 can be found easily by running SPICE for
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Figure 8
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The model is accurate (less than 10% error) over a wide
range of interconnect lengths.

several calibration cases. With the calibrated coefficients,
this model rapidly generates accurate cross talk noise
estimation for various driver sizes, interconnect loads,
and rise times. The model is an attractive alternative to
SPICE when many transistor-level simulations for cross
talk noise are needed, including the case of quick screen-
ing mentioned earlier.

Conclusion

In this paper we have analyzed the accuracy and applica-
bility of a simple closed-form model for calculating cross
talk noise on signal lines in deep-submicrometer intercon-
nect systems. With appropriate scaling and calibration of

the model coefficients, it was shown that the model is
sufficiently accurate for cross talk analysis. All model
parameters and coefficients are readily available. There-
fore, the model is suitable for rapid cross talk estimation
and signal integrity verification.
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Theory and Design of CMOS HSTL I/O Pads

To control reflections, the impedance of integrated circuit output pad drivers

must be matched to the impedance of the transmission lines to which the pads

are connected. HP’s HSTL (high-speed transceiver logic) controlled impedance

I/O pads use an on-chip impedance matching network that compensates for

process, voltage, and temperature (PVT) variations.

Transmission line reflections are one of the major factors limiting high-

speed I/O performance. These reflections can be controlled by matching the

driver output impedance to that of the transmission line. Traditional solutions

require the use of off-chip components to implement matching termination

networks. This adversely impacts board density, reliability, and cost.

Integration of the termination network on-chip removes these negative

attributes while providing additional advantages.

In this paper, we review a solution for an on-chip impedance matching network.

Our HSTL (high-speed transceiver logic) family of controlled impedance I/O pads

includes single-ended and differential drivers and receivers, along with com-

pensation circuitry for process, voltage, and temperature (PVT) variations. Mea-

sured HSTL signal integrity in a large, complex board environment is presented.

Parallel versus Series Termination

When I/O signal integrity and speed are of utmost importance, many pad

designers turn to parallel termination networks. Parallel termination eliminates

transmission line reflections. However, parallel termination exacts a costly toll

on power dissipation because a dc component is added to power consumption.

An alternative termination approach is source series termination. In a point-

to-point environment, series termination provides an output driver with a

means to absorb incident waves, effectively damping any reflections in

the transmission line. Matching a driver’s output impedance to that of the

board impedance increases signal integrity and speed while keeping power

dissipation to a minimum.
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Source series termination is easily implemented with two
components: a low-impedance output driver and a preci-
sion series resistor. To decrease factory costs and con-
serve board space, it is desirable to replace the printed
circuit board precision series resistor with an on-chip,
PVT-compensating resistor.

Output Driver

The single-ended output driver, shown in Figure 1, has
two major components: a push-pull driver and an on-chip
series termination resistor. The three components that
form the termination resistor are the driver NFET resis-
tance RDS, an n-well resistor RESD for ESD protection,
and RPROG, a programmable resistor between the nodes
PRE and POST. Controlled by on-chip calibration circuitry,
the programmable resistor takes on a range of resistances
to ensure that the driver’s output impedance Ro matches
the transmission line impedance Zo. This allows reflec-
tions to be completely absorbed in the driver regardless
of process, temperature, and voltage fluctuations. Thus:

Ro� RDS� RPROG� RESD� Zo.

RPROG is tuned by turning on and off various combina-
tions of transfer NFETs with a six-bit binary word. Each
bit in the binary word, PROG[5:0], controls a transfer gate

in the programmable resistor array. The NFETs have con-
ductances corresponding to their binary weighted bit
positions in PROG[5:0]. For example, if PROG[0] controls a
transfer gate with conductance of G, then PROG[1] con-
trols a transfer gate with a conductance of 2G. The resis-
tance of RPROG decreases as the binary count PROG[5:0]
increases. In effect, as the binary count increments, more
resistors are added in parallel in the NFET array.

Calibration Circuitry

The calibration circuitry (Figure 2) is designed to pro-
gram all HSTL output driver impedances, Ro, to match
that of an external precision resistor, REXT. During normal
operation, an enable signal, CAL, causes an NFET equiva-
lent in size to an HSTL output driver pull-up NFET to con-
duct. Current begins to flow through the I/O pad through
REXT. This current path forms a voltage divider, where:

VPAD� VDDQ
REXT

REXT� (RDS� RPROG� RESD)
,

or

VPAD� VDDQ
REXT

REXT� Ro
.

Figure 1
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Figure 2
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VPAD serves as an input to the inverting terminal of the
differential amplifier. The noninverting terminal’s input
voltage is VDDQ/2. This reference voltage is generated
on-chip via a voltage divider. Any difference between the
input voltages of the differential amplifier is perceived as
a resistance mismatch between Ro and REXT. The �V
causes the differential amplifier’s output to program an
up/down counter to increment or decrement its six-bit
output. Upon receiving a clock edge, the up/down
counter drives a new six-bit binary count, PROG[5:0]. This

calibration word is used by the calibration circuitry’s pro-
grammable resistor and distributed to other HSTL driver
programmable resistors. Incremental binary changes in
PROG[5:0] cause incremental resistance changes in the
programmable resistor. Because RPROG is now program-
med to a new value, VPAD obtains a new analog value.
VPAD again acts as an input to the differential amplifier
and the impedance matching process starts over. The cali-
bration action is continuous and transparent to normal
chip operation.
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Figure 3
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Differential Driver

The differential driver in Figure 3 is the combination of
two HSTL drivers. By knowing the driver’s output resis-
tance, an external parallel termination network can set the
dc operating points to comply with the HSTL differential
specification. The predriver logic is responsible for keeping

the differential clock signals in conformance with the ac
specification.

The predriver logic also performs two other important
tasks. The single-ended-to-differential conversion pre-
serves the input duty cycle while minimizing transients
in the supply currents.
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Figure 4
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Measured Results

Figure 4 depicts a single-ended signal traversing a 6-inch
transmission line. VDEST is the signal received at the end
of the line. Signal integrity can be monitored by examining
the location of the inflection point at the driver (VSOURCE).
An inflection point near half the high logic level (VDDQ/2
for HSTL) indicates that the driver output impedance
matches the transmission line impedance.

Figure 5 shows a differential signal after traveling down
a 6-inch transmission line. VDEST is consistently contained
within the tight HSTL differential specifications because
of the known differential driver output resistance.

Figure 5
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Figure 6
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Figures 6, 7, and 8 illustrate the effects of varying the
driver’s output impedance by changing the external cali-
bration resistor, REXT. In Figure 6 REXT�Zo, in Figure 7

REXT�Zo, and in Figure 8 REXT�Zo. Signal integrity is
maintained when the driver output resistance matches the
transmission line impedance.

Future Work

One potential shortcoming of implementing a parallel
NFET array to mimic a source series termination resistor
is the variation in driver output resistance Ro. Figures 9

and 10 show driver output resistance as a function of
output voltage Vo. Ideally, Ro should be constant over the

Figure 7
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Figure 8

2.00 ns/div 300 mV/div 750 mV Offset

1 2 1 VSOURCE
2 VDEST

Underdamped signal.

range of Vo. However, Ro changes with variations in the
values of VGS, VDS, and the back gate voltage of the trans-
fer and driver NFETs. Figure 9 shows the output resis-
tance changing as the output voltage swings from 0.1V to
1.4V (10% to 90%). Figure 10 illustrates the output resis-
tance as a function of the output voltage swing from a logic
high to a logic low. Notice in Figure 9 that the point at
which Ro�Zo (50�) occurs when Vo�VDDQ/2. This is
because the calibration circuitry tunes the programmable
resistor with the pull-up portion of the output driver at
VDDQ/2. With proper driver width ratioing, the pull-down
driver NFET would also have Ro�50� at Vo�VDDQ/2.

Figure 9
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However, to help reduce variations in Ro, the crossover
point was shifted towards the high logic level of Vo. For
HSTL I/O applications, this inherent deviation in output
resistance minimally affects signal integrity. For future
applications, it may be worthwhile to investigate alterna-
tive series termination schemes for tighter impedance
matching environments.

Conclusion

A parallel NFET array can be a simple and effective way
of controlling a driver’s output resistance. With an on-chip
source series termination resistor, a chip can communi-
cate at higher frequencies and board space that would nor-
mally contain termination networks is freed. Our family of
HSTL pads has been proven to work at 200 MHz in large,
complex board environments.
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A Low-Cost RF Multichip Module Packaging
Family

These packages provide much lower cost than traditional high-frequency

packaging, shielding, and interconnects, while still providing low-reflection

transitions and high electrical isolation.

Packaging of RF and microwave microcircuits has traditionally been very

expensive. The packaging requirements are extremely demanding: very high

electrical isolation and excellent signal integrity to frequencies of 10 GHz and

above, as well as the ability to accommodate GaAs ICs dissipating significant

amounts of heat. The traditional approach has been to start with a machined

metal package and solder in dc feedthroughs and RF glass-to-metal seals

(Figure 1). Thin-film circuits on ceramic or sapphire are then attached to

the floor of the package using electrically conductive epoxy. The channels

machined into the package form waveguides beyond cutoff, which provide

isolation from one circuit section to another. Next, GaAs or Si ICs are attached

to the floor of the package in gaps between the thin-film circuits. After wire

bonding is done to interconnect the ICs and the thinfilm circuits to each other

and to the package, the RF connectors are screwed on over the RF glass-to-

metal seals to form the finished assembly (Figure 2).

Traditionally, both the placement of the thin-film circuits in the microcircuit

package and the bonding to connect them have been done manually. The

microcircuit typically plugs into a small bias printed circuit board that

is connected to the rest of the instrument through a dc cable, while RF

connections to the instrument are made by semirigid coaxial microwave

cables, which screw onto the RF connectors on the microcircuit. This solution

is capable of providing excellent electrical performance and quick turnaround

times from design to implementation. However, traditional microcircuits do

have the substantial drawbacks of being very expensive, bulky, and heavy.

����� 	� ����

�
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Figure 1

Traditional microcircuit package with dc and RF glass-to-
metal seals. (a) Top view. (b) Cross section.

(a)

(b)

Until the end of the cold war, much of Hewlett-Packard’s
test and measurement equipment was bought for de-
fense-related applications, for which performance was
often of paramount importance. Today, the demand for
RF and microwave test and measurement instrumenta-
tion is driven primarily by consumer applications, such
as the satellite, wireless, or fiber-optic communications
markets. In these extremely competitive markets, keeping
costs down and getting good value are crucial. To lower
the cost of RF and microwave instruments, the cost of
their microcircuits must be reduced, since this is often a
significant portion of the manufacturing cost of the instru-
ment. It is important when reducing costs, however, that
the predictable performance and quick turnaround time
of the traditional microcircuit be preserved.

MIPPS Modules

We have developed a family of high-performance micro-
circuit packages to be used for RF and microwave appli-
cations. Within HP, the new family is called MIPPS, which
stands for multichip integral-substrate PGA (pin grid

array) package solution.

The MIPPS modules meet the requirements discussed
above by providing high RF and microwave performance
at a lower cost per function than previously available
through a new design that replaces many expensive,
traditional microwave packaging components with sim-
pler, less-expensive alternatives. The MIPPS modules
have been designed to work well up to 10 GHz, which ad-
dresses most of the present consumer-driven applications
where cost is critical. To be inexpensive, the MIPPS
modules were designed from the outset for manufactur-
ability and to use high-yielding assembly processes. High-
frequency electrical modeling using HP’s High-Frequency
Structure Simulator (HFSS) 3D modeling tool was used
to synthesize the RF transition into the MIPPS module,
resulting in an electrical design that worked the first time
it was prototyped. Leveraging the MIPPS design and
manufacturing processes for new MIPPS microcircuits
continues to shorten the time needed to introduce each
succeeding MIPPS design.

Figure 2

Finished traditional microcircuit assembly.
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Reducing Cost

Figure 3 shows an exploded view of the basic MIPPS
concept. The expensive portions of the traditional micro-
circuit have been changed to produce a lower-cost as-
sembly. The first example of cost reduction is the way the
module is electrically connected to the rest of the instru-
ment. All connections from the instrument to the MIPPS
module are made by way of 0.020-inch-diameter pin grid
array (PGA) pins that cost pennies each, and are con-
nected to the thick-film metallization on top of the ceramic
by a hemisphere of solder. This PGA connection is inex-
pensive compared to the filtered dc feedthroughs and RF
glass-to-metal seals used in a traditional microcircuit.

Figure 3

Bottom Lid

Bottom Lid
Epoxy Preform

Circuit Assembly
with Caps and Pins

Baseplate 
Epoxy Preform

Baseplate

Top Lid
Epoxy Preform

Top Lid

Exploded view of the MIPPS (multichip integral-substrate
PGA package solution) assembly.

For dc connections, the unwanted RF energy on the bias
lines in the MIPPS module can be stripped off with low-
cost surface mount components to an adequate degree
in place of the coaxial capacitor used for the traditional
microcircuit feed. The PGA pins used as dc feeds can
either be attached to the printed circuit board by inexpen-
sive single-contact sockets, or by soldering the pins direct-
ly to the backside of the printed circuit board. Experience
has shown that plugging the MIPPS module into single-
contact sockets is desirable because it allows much faster
assembly or replacement of the MIPPS assembly.

RF connections are made using the same 0.020-inch-
diameter PGA pins used for the dc feeds. Good RF perfor-
mance is obtained by choosing the diameter of the hole in
the baseplate that the PGA pin goes through. The proper
hole diameter compensates for the capacitive discontinuity
of the metal pad on the top surface of the alumina to which
the PGA pin is soldered. The RF transitions can be made
either directly to the printed circuit board if a low-RF-loss
printed circuit board is being used, or to an SMA connec-
tor (either barrel or flange mount) if the RF signal is to be
sent or received through a coaxial cable.

The next cost savings come from replacing the multiple
small thin-film circuits used in traditional microcircuits
with a single, large, thick-film-on-ceramic circuit. A thick-
film circuit that has both conductors and resistors printed
on it generally costs only 10% to 25% as much as a similar
thin-film circuit on ceramic, and additional savings are
accrued in assembly. Assembly of the substrate to the
metal baseplate needs to provide mechanical rigidity as
well as electrical shielding. Two things must be done to
make this attachment reliable (no attachment failures
over temperature excursions). The first is to minimize the
TCE (temperature coefficient of expansion) mismatch
between the ceramic and the baseplate. Type 416 stainless
steel was chosen as the best compromise of raw material
cost, ease of machinability to minimize cost, and TCE
matching with the ceramic, which is 96% purity alumina.
The next step to minimize the stress on the conductive
epoxy joint is to choose a material that forms a somewhat
flexible bond between the substrate and the baseplate.
This helps absorb TCE mismatch induced stress. MIPPS
modules with 0.800-by-1.700-inch circuits have been
temperature cycled ten times over the �55°C to �150°C
temperature range with no failures.
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Using a single large ceramic substrate instead of multiple
smaller substrates as in traditional microcircuits also pro-
vides substantial savings during assembly. Instead of
having to manually place and line up multiple circuits in
a package, a single substrate is assembled to a baseplate
that has the epoxy preform already tacked onto it. The
alignment between the thick-film circuit and the baseplate
is accomplished by using tooling, instead of “eyeballing it”
as in traditional microcircuits. The problem of conductive
epoxy wicking up between circuits and shorting out the
conductive traces to ground, a perennial issue with tradi-
tional microcircuits, is completely avoided in the MIPPS
module design.

Another technique for reducing costs in the MIPPS module
was to design it to take advantage of automated assembly
techniques. With a planar ceramic circuit that has all the
circuitry accurately aligned to the other circuitry to within
the tolerance of the thick-film printing process, automated
die attach and automated wire bonding are very straight-
forward. This is contrasted with a traditional microcircuit
containing small thin-film circuits placed down inside
deep channels, requiring careful manual wire bonding.
Autobonding is significantly faster and more repeatable
than the manual bonding process typically used in RF
microcircuits.

Maintaining Traditional Microcircuit Performance

Traditional microcircuits have good RF transitions into
and out of the package, low loss and low reflections along
transmission lines in the package and when transitioning
between transmission lines and ICs, and high isolation
between circuit functions in the package. All of these
elements need to be preserved in any proposed alterna-
tive packaging scheme. The first performance challenge
to be tackled was the RF transition into and out of the
MIPPS module. Our target for MIPPS modules was to have
good RF performance up to 10 GHz. The starting point
was choosing the diameter of the PGA pin as 0.020 inch.
The 0.020-inch-diameter pin is standard for connecting to
an SMA connector. Thus, this choice allows us to make
RF transitions to the MIPPS module either from printed
circuit board or semirigid coaxial cable. The thickness
of the baseplate was set by structural rigidity concerns at
0.090 inch. The diameter of the thick-film solder pad used
for pin attach was chosen as a best compromise between
mechanical strength and parasitic capacitance.

HP’s High-Frequency Structure Simulator (HFSS) was used
to determine the hole diameter through the baseplate and
backside groundplane relief on the alumina circuit that
would give the best RF transition to 10 GHz. These simu-
lations eventually led to a design that correctly electrically
compensates the launch and gives better than 40-dB return
loss up to 3 GHz and better than 15-dB return loss to 10 GHz
for a transition from an SMA connector to a 50-ohm line
in the MIPPS module. HFSS was also used to design the
RF transition to the MIPPS module from an inner-layer
printed circuit board stripline. The HP Microwave Design
System (MDS) was then used to create a physically based
model of the transition, shown in Figure 4. New users of
the MIPPS module family can use this MDS model in cir-
cuit simulations to determine how well the package will
work for their application.

After the RF signal enters into the MIPPS module, it needs
to be able to propagate down the transmission line with
low loss and minimal reflections. The 0.025-inch-thick 96%
alumina substrate used for the MIPPS modules allows the
use of gold conductor traces 0.024-inch wide for 50-ohm
signal lines. This is a wide enough line to have low resis-
tive losses for RF signals (�0.6 dB/inch at 10 GHz), yet
the substrate is thin enough that the impedance of the
transmission line stays fairly constant from dc to 10 GHz.
The next-higher-order microstrip mode that could cause
unwanted impedance discontinuities is well above 10 GHz.
Finally, to have low loss and low reflections as an RF
signal propagates down a transmission line, the edges
of the line must be smooth. The HP thick-film process
used provides the necessary edge smoothness for good
performance to 10 GHz.

Many measurements need much greater than 100 dB of
dynamic range, so high isolation is an extremely impor-
tant criterion for microwave instrumentation packaging.
In the traditional microcircuit package, high isolation
between circuit functions is maintained by keeping the
circuitry in narrow channels, which act as waveguides
beyond cutoff for the RF signals, being too narrow to pass
radiated emissions. The same function is performed in a
MIPPS module by having hundreds of conductor-filled
vias that connect the bottom ground plane of the circuit
with the metallization on the top. When the lid with its
machined channels and cavities is conductively epoxied
to the topside metallization, the lid is very effectively
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Figure 4

Electrical model for an SMA-connector-to-MIPPS microstrip
transition.
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grounded, and the waveguide beyond cutoff channels
in the lid then provide the needed isolation. To isolate the
dc feedthroughs and RF transitions to the printed circuit
board from stray RF signals, a metal waffle gasket is
placed between the MIPPS module and the printed circuit
board as shown in Figure 5. A similar waffle gasket is

Figure 5

MIPPS connection to a printed circuit board and SMA
connectors.

placed between the printed circuit board and a backing
plate to shield the backside of the printed circuit board.

Test Strategy

Early in the project a decision was made to have all of the
PGA pins on 0.100-inch centers for compatibility with low-
frequency PGA packages. This allows MIPPS modules to
be easily tested at frequencies up to 20 MHz using indus-
try-standard zero-insertion-force sockets. The first MIPPS
product is a 130-dB electronic step attenuator used in RF
signal generators at up to 4 GHz. Once the RF performance
was initially characterized, a low-speed ac test was imple-
mented, taking approximately 30 seconds to complete.
A full RF test is done after the part is installed on the in-
strument printed circuit board, with better than 97% yield
resulting. By providing a quick, low-speed screening at
the module level, duplication of a lengthy instrument-level
test on the module itself is avoided. In addition, the MIPPS
assembly is tested before sealing the lid, allowing easy
replacement of defective ICs. For more complex module
designs, if a high yield at final RF test cannot be achieved



August 1998 •  The Hewlett-Packard Journal58Article 6  •   1998 Hewlett-Packard Company

with a simple low-frequency module-level test, more ex-
tensive RF testing can be implemented before lid seal to
get the desired yield at final RF test.

MIPPS Projects

The first MIPPS module designed was a 0-to-130-dB elec-
tronic step attenuator operating from dc to 4 GHz, with
attenuation adjustable in 5-dB steps. This module is pic-
tured in Figure 6, which shows a completely assembled
package (top) and a view of the attenuator thick film
attached to the baseplate. The module is used in the HP
E4400A family of electronic signal generators. It is based
on GaAs IC step attenuator chips manufactured by HP.
Previous signal generators have used mechanically
switched step attenuators, which have exceptionally good
electrical performance (very low loss and low levels of
reflected energy), but take approximately 50 milliseconds
to switch and settle from one attenuation state to the
next. Although they are guaranteed to work for greater
than five million cycles, they will eventually wear out.
With the more complex and higher-speed modulation for-
mats used in new wireless communications protocols, as
well as the higher volumes of these products, mechanically

Figure 6

The first MIPPS module, a 0-to-130-dB electronic step
attenuator operating from dc to 4 GHz. (top) A completely
assembled package. (bottom) A view of the attenuator
thick film attached to the baseplate.

switched step attenuators were wearing out in HP’s test
instrumentation at an unacceptable rate. Electronically
switched step attenuators switch much faster and are
more reliable, but the challenge was to produce one at a
cost similar to a mechanically switched step attenuator.
While step attenuator chips in surface mount packages
mounted on printed circuit boards would be able to meet
the cost goals for the electronically switched step attenu-
ator, the electrical performance at 4 GHz in terms of loss
and reflections would be inadequate. For this reason, the
bare GaAs chips are epoxied either to the thick-film sub-
strate or onto pedestals machined into the baseplate. With
GaAs switches that must have very high isolation in the
off state, the inductance between the backside ground of
the chip and true ground must be essentially zero. In this
case, the grounding vias that go through the 0.025-inch-
thick substrate to connect the pad under the IC to ground
are too inductive. Therefore, these chips are mounted to
a baseplate pedestal that protrudes through a hole in the
ceramic substrate. This allows the chip backsides to be
connected to an excellent ground.

An additional constraint on the electronic step attenuator
design was that some of the customers for the HP E4400A
signal sources containing this step attenuator were ex-
pected to expose it to extremely humid conditions, neces-
sitating that the modules’ internal components be com-
pletely shielded from moisture. This was accomplished by
developing a process to add low-dielectric-constant, low-
RF-loss silicone gel to the interior of the MIPPS package,
thereby protecting the GaAs ICs and reducing the risk of
moisture-induced metal migration from the silver-filled
electrically conductive epoxies within the assembly. With
the current design, the MIPPS module will function with-
out damage even if liquid water is introduced inside the
cavity.

The final MIPPS electronic step attenuator has a some-
what higher insertion loss than a mechanically switched
step attenuator. However, the MIPPS electronic step at-
tenuator switches much more quickly and should be able
to switch reliably indefinitely, since there are no moving
parts to wear out. The finished assembly with the MIPPS
module, the switching logic, the RF reverse power pro-
tection circuitry, and the additional EMI filtering on the
control lines is shown in Figure 7.

An interesting addition to the standard MIPPS step atten-
uator module occurred when the HP instrument division
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Figure 7

Finished assembly with MIPPS module, switching logic,
RF reverse power protection circuitry, and additional
EMI filtering.

using the MIPPS module noticed that the output RF level
through the module was not completely switched and
settled in the 28 microseconds necessary for testing GSM
(a European cellular phone standard) equipment. This
problem is caused by the GaAs switches in the step atten-
uator having the slow tail effect: the initial switching takes
place very quickly, but it can take up to 10 milliseconds to
reach the final value. It was discovered that high-intensity
light can virtually eliminate the slow tail effect in the GaAs
switches, so a printed circuit board containing HP’s new
miniature high-intensity LEDs (one above each GaAs step
attenuator) was incorporated on top of the MIPPS module
as shown in Figure 8. The low-cost method by which
these are integrated into the module also made it possible
to do this for a relatively small incremental cost, and
shows the flexibility of designing in the MIPPS format.

Another MIPPS module under development is used in the
HP 8509X RF electronic calibration module. Previously,
most network analyzer calibration has been done using
mechanical calibration standards that were screwed onto
the end of the network analyzer cables in a procedure that
took five minutes or longer. Although electronic calibration
modules have previously been offered by HP, they covered
a limited frequency range and were relatively expensive.
In designing the next-generation RF electronic calibration

Figure 8

Cross section of a MIPPS module with light-emitting diodes.

GaAs IC Attenuator

LED

products, it was important to keep the costs down and
provide an operating frequency range of 300 kHz to over
6 GHz. Both of these goals were achieved with the RF
electronic calibration MIPPS module, incorporating eight
GaAs IC switches to switch open circuits, short circuits,
through lines, and 50-ohm loads in and out. It is possible
to completely calibrate a network analyzer in about
30 seconds, using only a single set of RF connections.
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Testing with the HP 9490 Mixed-Signal 
LSI Tester

The tester’s features include a timing interval analyzer for statistical analysis of

clock periods, synchronous generation of arbitrary waveforms with respect to

master digital clocks, and a library of digital signal processing routines. These

features have been applied to production measurements of key parameters like

AGC loop bandwidth, phase-locked loop timing jitter, and ADC signal-to-noise

ratio and distortion parameters.

In recent years, there has been significant theoretical work on defining

a methodology for fault detection and classification in analog circuits.1-4

However, because input-output relationships are more complex for analog

circuits than for digital circuits, the development of a systematic, automated

approach for detecting defects in analog circuits is far behind the digital

counterpart. For this reason, implementations of analog test strategies remain

largely functional.3 This is also the case in the work described here.

The purpose of this paper is not to further the state  of mixed-signal test theory

and methodologies, but rather to share with the reader the state of mixed-signal

testing within the HP Integrated Circuit Business Division (ICBD) today. We

present descriptions of the test development processes for a partial response

maximum likelihood (PRML) read channel ASIC and a charge-coupled device

(CCD) signal processor ASIC, including specific examples of analog test

implementation demonstrating some of the capabilities of the HP 9490 tester.

The read channel IC was designed for HP’s DDS3 format DAT (digital audio

tape) drive. The CCD signal processor is a three-channel interface chip

designed for HP’s scanner products. These chips contain significant analog

functionality, including programmable and automatic gain control (AGC)

amplifiers, switched capacitor filters, a clock recovery phase-locked loop,

moderate- and high-resolution analog-to-digital converters (ADCs), and several
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digital-to-analog converters (DACs). The test strategy im-
plemented for these blocks was largely functional. Many
circuits could not afford the additional complexity and
parasitics of embedded test access. However, provisions
were made in the designs for accessing inputs and outputs
of functional blocks, and to allow special test modes of
operation. The HP 9490 tester has sufficient analog re-
sources to efficiently execute detailed functional testing
with high resolution for detecting subtle variations in per-
formance resulting from process variations and defects
(see “Tester Description” on page 66).

The emphasis of this paper is primarily on analog test, with
specific examples given for the read channel AGC and
phase-locked loop blocks and the CDD signal processor
analog signal path.

Test Program Evolution

The test programs for the read channel and CCD signal
processor chips both evolved in three distinct phases:

� Turn-on

� Performance verification and debug

� Consolidation and production worthiness.

The turn-on stage, typically lasting a few weeks before
and after first silicon, involved putting together a very
basic screen test consisting of continuity test, reference
voltage verification, digital functional vectors, and tests
for signs of life from the analog blocks. Simplicity of the
initial analog tests was necessary to get screened parts
into the customer’s hands quickly. We discovered that
development of complex analog tests required an intimate
knowledge of the tester and the overall function of the
chip, the main challenges being getting the chip into the
desired state, constructing the correct analog stimulus,
and synchronizing the analog and digital inputs.

The performance verification and debug stage of test
development lasted from after the initial prototype ship-
ments until artwork release for the final chip revision.
During this stage, digital and analog static current tests
were debugged, pad leakage tests were added, and any
remaining digital functional tests were added, but the
majority of time was spent adding complexity and refine-
ments to the original analog tests and creating new analog
tests to verify that all analog functions met the required
specifications. Often this activity was interrupted by the
need to create specific tests to debug unexpected behavior

discovered either by the customer or the test develop-
ment process. In the case of the read channel ASIC, the
customer provided a test harness that could be used to
power up the chip, write to registers, and view outputs
while stimulating the analog inputs. This proved to be very
useful for debug activities. However, there were several
cases in which the HP 9490 tester’s ability to control the
timing of analog inputs and capture outputs on a cycle-
by-cycle basis was invaluable in isolating design bugs or
marginalities.

During the final test development phase, the many analog
functional and debug tests were consolidated into fewer,
more efficient tests. For both ICs, we retained the capabil-
ity of putting the test programs in a debug mode in which
additional data is saved in diagnostics files and captured
waveforms are saved for viewing.

Analog Test Strategy

The strategy used for guaranteeing that the analog blocks
were defect-free was first to measure the analog supply
current in both the static (power-down) and power-on
states, and second, to generate functional tests that both
isolate subblocks and mimic customer use to verify all
specifications listed in the ERS. The general premise was
that a manufacturing defect would cause an individual
subblock such as an op amp or comparator or a larger
functional block to produce an unexpected output or
compromised performance. An unexpected output might
be an incorrect comparison, an incorrect dc level, exces-
sive offset, instability, or an unavailable mode of opera-
tion. Compromised performance might be measured in
terms of gain, linearity, dynamic range, resolution, settling
time, bandwidth, acquisition range, detection threshold,
or some other appropriate measure. Very often, individ-
ual subblocks cannot be specifically isolated, but their
performance can be inferred from higher-level tests that
exercise the subblocks in a variety of ways.

Any attempt to assess test coverage must first consider
how a possible defect could manifest itself at one of the
observation ports. The observable effect of a given type of
defect will vary depending upon several factors, including
the function of the block and the location of the defect.
Generally speaking, in a fully differential circuit such as the
read channel AGC, a defect that occurs in the differential
signal path is likely to cause some type of offset, whereas
a defect occurring in common-mode circuitry, such as bias
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Read channel analog signal path with simplified test access circuitry and HP 9490 analog resource utilization.

circuits, or single-ended signal paths is likely to cause
faults such as improper dc or common-mode voltages,
excessive current, or reduced range of operation.

Specification limits are set based upon both the customer’s
performance requirements and the observed distribution
of the test parameters during characterization testing. Test
specification windows must be set wide enough to cover
expected process variations, provided that there is ade-
quate performance margin, but narrow enough to weed
out defects that cause “soft” faults. Of course drawing the
line between process variation and soft faults is a tricky
business, which can be mitigated to some extent by multi-
ple tests with overlapping coverage of potential defects.

Testing the Read Channel IC

For a complex analog system such as a PRML read chan-
nel, it was necessary to design in test access points that
allowed the inputs and outputs of functional blocks to be
stimulated and measured as directly as possible. Such
access proved invaluable in debugging and verifying that

the individual blocks met their respective design goals.
It was also useful for achieving a level of test coverage
adequate to meet quality goals. The read channel design
includes an analog test multiplexer with programmable ac
and dc test paths for bypassing analog blocks and observ-
ing internal nodes (Figure 1). The ac test paths are iso-
lated from the main signal path by transmission gates (T)
and wideband differential buffers (B). Two pads (TMUXOP
and TMUXON) dedicated to observing analog voltages have
a pair of wideband ac buffers capable of driving the tester
load, including the 10-k� input impedance of the HP 9490
20-MHz digitizer. Auxiliary differential input pads (TMUXIP
and TMUXIN) allow the AGC block to be bypassed and the
ADC, preamble detector, and clock recovery block inputs
to be driven directly. Individual control of all transmission
gates in the test path allows calibration of the dc offset of
the buffer paths. The read channel IC also includes a digi-
tal test multiplexer that directs digital outputs generated
by analog blocks to test pads.
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Additional constraints placed on the design of the analog
blocks were that (1) they needed to be individually pow-
ered down to a state in which they drew no current from
the analog supply, (2) analog outputs were tristated (in a
high-impedance state), and (3) digital outputs were driven
to the rails. Also, the current drawn by any block from the
analog supply was required to be proportional to a refer-
ence current set by an on-chip bandgap reference and an
external precision resistor.

Testing the Read Channel AGC

The AGC block, pictured in Figure 2, is one of the most
complex analog systems tested on the ICBD HP 9490
testers. It includes a fully differential four-stage variable-
gain amplifier (VGA) with a gain range of 12 dB to 32 dB,
a fixed-gain linear output amplifier, continuous-time
global offset cancellation, a peak follower for amplitude
detection, a programmable operational transconductance
amplifier (OTA) for multiple loop bandwidth selection, a
7-bit DAC for output amplitude setting, and circuitry that
adaptively eliminates the gain step that occurs at the DAT
preamble-data boundary.

Figure 2
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Read channel AGC (automatic gain control) block diagram.

The specifications used to design this block were used as
a guide for developing the test routines for debug and per-
formance verification and finally for production screening
tests. The three test input ports for the AGC block are the
VGA input, the gain control input, and the digital input to
the reference DAC. The test output ports include the am-
plifier chain output, the peak follower output, the DAC
output, the loop filter output, and the output of the gain
step adaption comparator. Needless to say, this leaves
many internal circuit nodes that can only be observed
through their interaction with the outputs of major sub-
blocks.

The AGC block test is separated into several subtests
which individually target the amplifier chain including
offset cancellation, the peak detector, the AGC loop, the
gain step adaption circuit, and the DAC. In many cases, a
subtest will exercise a large portion of the AGC system to
produce the stimulus needed to extract the performance
measure of a particular subblock. This results in an over-
lap in coverage, which increases overall test coverage.
The amplifier chain is tested by allowing the AGC loop
to lock separately to three different �2-MHz sine waves
with input amplitudes covering the extremes and center
of the VGA input dynamic range. The amplifier output
is digitized for the three different inputs by an HP 9490
20-MHz digitizer through the analog test multiplexer out-
put pads. A fast Fourier transform (FFT) is performed on
the three sets of digitized data to extract the output ampli-
tude, offset, total harmonic distortion (THD), and signal-
to-noise ratio (SNR), which are all compared against
pass/fail limits. Additional measurements are made of
the amplifier output common-mode level and of the test
buffer path offset for correction of the amplifier chain
offset measurements. This series of tests provides wide
coverage of potential defects in the amplifier chain and
the rest of the AGC loop.

The decay rate of the peak follower output is an impor-
tant parameter because it determines how the AGC loop
will respond to the varied and sometimes sparse peaks of
digital audio tape (DAT) data. For this reason, a specific
test was written to extract the decay rate from a digitized
peak follower output with the AGC loop locked to a
1-MHz sine wave. Another key parameter for the DAT
read channel is the accuracy of the AGC loop bandwidth
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settings, especially in the low-bandwidth mode, which is
the primary mode of operation during a read cycle. The
loop bandwidth is most easily measured by monitoring
the VGA control voltage when a step in input amplitude is
applied to the VGA input. A low-frequency (1-MHz), high-
input-impedance (1-M�) digitizer was used for this task.
Since the AGC loop bandwidth is directly proportional to
the gain control sensitivity of the VGA, the measurement
was performed three times with minimum, nominal, and
maximum VGA input amplitudes. The input signal chosen
was a 9-MHz sine wave (same frequency as the DDS3 for-
mat preamble) with a 2-dB amplitude step after the loop
was initially settled. Figure 3 shows the differentially
digitized gain control voltage during an input step, as
displayed by the HP 9490 waveform editor. Also plotted
is the exponential curve fit extracted from the digitized
data by a simple C routine in the test program. The curve
fit is performed to approximate the loop time constant
and hence the loop bandwidth.

As previously mentioned, the AGC loop bandwidth is pro-
grammable by selection of different values of transcon-
ductance of the loop transconductance amplifier. The
faster-bandwidth modes are selected by on-chip state ma-
chines at the beginning of each track read when the AGC
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Figure 3

Measured AGC gain control voltage during a 2-dB step in
input amplitude.

must quickly acquire lock from the absence of signal to a
preamble segment at the beginning of each track. A test
was written that simulates this condition by driving the
VGA input with a low-amplitude noise signal followed by
a maximum-amplitude preamble signal with an exponen-
tial turn-on envelope. This is the most taxing situation
for the AGC loop because it must go from a condition in
which the VGA gain control is railed to being settled in
the minimum-gain condition in a short period of time
(before the end of the preamble). The preamble detector
block and on-chip state machines are enabled during this
test so that the loop bandwidth switching occurs as it
does in normal use. The gain control voltage is digitized
and then processed by C code to verify that the gain has
settled to within the acceptable limit before the end of the
minimum length preamble.

Additional tests are implemented that fully exercise the
reference DAC, the gain step adaption comparator, and
the analog signal path from the VGA through the on-chip
ADC.

Testing the Read Channel Phase-Locked Loop

The read channel IC includes a mixed analog and digital
phase-locked loop block, which recovers the clock signal
from the DDS-format data stream. The recovered clock
period is quantized in increments of one-sixteenth the
external system clock. The phase-locked loop maintains
the phase relationship between the recovered clock and
the data stream by interspersing short (15/16) or long
(17/16) clock periods with nominal clock periods. Taking
advantage of the capabilities of the HP 9490 timing inter-
val analyzer, a test was written that measures the period
of each recovered clock cycle with the phase-locked loop
locked to a sine wave having a period 2.5% shorter than
the nominal data period. Figure 4 shows the resulting
histogram of recovered clock periods (as displayed in the
HP 9490 waveform editor). The overall mean clock period
is calculated to verify that the recovered clock frequency
is 2.5% higher than the system clock frequency. The stan-
dard deviation of the short clock periods is tested against
pass/fail limits as a measure of the uniformity of the delay
elements of the 16-tap analog delay line within the clock
recovery block. Additional tests were written that (1) indi-
vidually verify the thresholds of the 32 comparators in
the phase-locked loop phase sampler, (2) verify that the
phase-locked loop can acquire lock to sine waves with the
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Tester Description

At the HP Integrated Circuit Business Division, HP 9490 mixed-
signal testers are nominally equipped with the following
resources:

� Two 128-MHz dual-channel 12-bit arbitrary waveform
generators (AWG)

� Two 1-MHz dual-channel 18-bit AWGs

� Two 20-MHz dual-input 12-bit digitizers

� Two 1-MHz dual-input 16-bit digitizers

� Two 1-GHz-bandwidth, 1-MHz-rate samplers

�One multiplexable dual-channel time measurement unit
(TMU)

�One multiplexable dual-channel timing interval analyzer

�One precision voltage measurement unit

�One precision voltage source

� Two fixed and one multiplexed universal dc precision
measurement units (PMU)

� Four dual-output DUT power supplies (DPS).

The test head includes 128 pins with per-pin dc function con-
trol. The maximum digital test frequency is 64 MHz (128 MHz
with pin multiplexing) with edge and format changing on the
fly. Vector depth is 4M bytes per pin. The digital test subsys-
tem includes debugging tools such as shmoo plots, sequence
debugger with fail mapping, and digital waveform display.
Especially useful for testing of ADCs is the digital data capture
capability with 500K-byte depth and special hardware for high-
speed digital signal processing.

maximum expected frequency offset, and (3) measure the
accuracy of the phase-locked loop phase offset setting by
examining the phase at which the on-chip ADC samples a
sine wave to which the phase-locked loop is locked.

Figure 4
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Read Channel Test Summary

The final read channel production test is composed of
22 analog subtests, a digital scan subtest, 18 functional
digital subtests, and three additional subtests for continu-
ity, pad leakage, and static current. The overall test exe-
cution time is just under 7.5 seconds, with approximately
5.5 seconds for the analog tests, 0.5 second for the digital
tests, and 1.5 seconds for the remainder.

Testing the CCD Signal Processor IC

The CCD signal processor is a CMOS-based monolithic IC
that interfaces color (RGB) signal outputs from a CCD to
a main ASIC.5 The major components of this IC are three
switched-capacitor 8-bit programmable gain amplifiers
(PGAs), a 10-bit successive approximation ADC, and a
6-bit utility DAC (Figure 5, DAC not shown). The three
PGAs perform 8-bit programmable offset compensation
and 8-bit programmable amplification on the correlated
double-sampled CCD signal. The ADC digitizes each of
the PGA outputs in sequence, and the 10-bit converted
codes for the RGB signals are serially output on three I/O
pins. The correlated double sampling and amplification
stage can be pipelined with ADC conversion and serial
data output to maximize throughput.
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block diagram.

Signal Path

A typical CCD signal sampling sequence with this IC is as
follows. The R (or G or B) signal is first held by the CCD
at its black level, corresponding to the voltage output
from the CCD pixel under no illumination. Then the CCD
outputs transition to the video level, corresponding to
the integrated illumination on that pixel. This complete
single-pixel output cycle is initiated by the START pulse
from the main controller IC.

To perform correlated double sampling, the black level
from each pixel is sampled and subtracted from the sam-
pled video level by the IC. The positions of the black sam-
ple point and the video sample point are 8-bit program-
mable in terms of the number of cycles from the end of
the START pulse. The difference between the black and
video levels for each pixel is amplified by the PGAs and
then sampled and converted by the ADC.

Testing the CCD Signal Path

Because of test time limitations, we employed simplified
versions of ramp and sinusoidal tests to test the IC signal
path. We will describe the sinusoidal test here. It is as-
sumed that the reader is familiar with concepts of ADC
quantization noise.

Theory of Sinusoidal Test. The interested reader is re-
ferred to several excellent publications on ADC testing.6-10

Briefly, the quantization noise of an ADC with a truly ran-
dom input can be shown to have a mean square variance
(or noise power) of �2/12, where � is the least-significant
bit. By selecting a sine wave frequency that is not harmon-
ically related to the sampling frequency, we can achieve
quasirandom sampling over several cycles of the sine
wave, and the ADC quantization noise power will approxi-
mate �2/12. We also assume that the sine wave exercises
the full ADC range, that is, its peak amplitude is 2N

�/2,
where N is the number of bits. Then:

Signal Power� 22N–3� �
2 (1)

Noise Power� �
2

12
(2)

SNR (dB)� 6.02N� 1.76. (3)

The signal-to-noise ratio (SNR) provides a quantitative
measure of the performance of the ADC. For example, an
ideal quantization noise limited 10-bit ADC should yield
an SNR of 61.96 dB. The practical IC signal path, however,
will have its SNR limited by impairments such as random
noise (fundamental and circuit-induced), distortion (from
device nonlinearities), component mismatches, sampling
time jitter, and so on. A measure of the actual perfor-
mance of the IC signal path can be derived by calculating
the effective number of bits (ENOB) from the measured
signal-to-noise�distortion ratio (SNDR) as follows:

ENOB�
SNDR (dB) � 1.76

6.02
. (4)

Alternatively, the ENOB can also be calculated by com-
paring the measured noise�distortion power, NDmeas, to
its ideal value, Nideal = �2/12:

(5)

This method is chosen for calculating ENOB because it
does not require the signal path to be driven over its full
range, eliminating the possibility that the PGA and ADC
might be overdriven and clipped, yielding an inaccurate
SNDR.
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Figure 6
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Test Signal Generation. It is assumed that the black and
video sampling positions are chosen such that all tran-
sients associated with the black and video level transi-
tions are settled. As such, the signal path is insensitive to
the frequency of the input signal (up to the Nyquist rate).
A 128-MHz 12-bit arbitrary waveform generator (AWG)
was used to generate a sine wave created from data points
generated by a custom program. The AWG rate and the
digital clock were set to 20 MHz, and a sine wave of about
1 kHz was used. The number of points digitally captured
was limited to 1024 to reduce test execution time. This
number must be a power of 2 to use the HP 9490’s built-in
FFT routines effectively.

The IC’s signal path range is 0 to 2.5V (ac coupled), while
the AWG range is �4.4V to �4.4V. To maximize the reso-
lution of the AWG waveform, the sine wave was generated
over the full AWG output range, with the AWG internal
attenuator set to �10.93 dB. This results in a maximum-
resolution AWG signal that is within the input range. How-
ever, to avoid inadvertent clipping, which may result from
PGA or ADC gain errors or offsets, we limited the sine
wave amplitude to 95% of the full AWG range. In the initial
stages of test development, we monitored the SNDR of
the AWG waveform and found that its ENOB was nearly

11 bits. The noise input power of the AWG was subtracted
from the measured signal path noise power to yield the
effective measured noise power NDmeas, which was then
used to calculate the ENOB. We assumed that the AWG
noise was independent of the signal path noise.

Various low-pass filters (up to 132 MHz) are available to
improve the SNR of the AWG output waveform, but they
were not used in this test because of the sharp transitions
required between black and video levels. Figure 6 illus-
trates the 1-kHz waveform created for the AWG, while
Figure 7 shows the details of the waveform near its start.
The difference between the black level (4.4V) and the sine
wave envelope constitutes the input sinusoidal signal.
The maximum rate of change of this waveform is about
8.6V/50 ns�172V/�s, which is well within the slew rate of
the AWG (600V/�s).11

Test and Data Analysis. The START pulse, which initiates
the CCD signal processor conversion cycle, must be
synchronized to the AWG waveform. The AWG must be
started at the same time as the first START pulse, and
subsequent START pulses must be synchronized with the
beginning of each black level in the AWG waveform. The
HP 9490 tester allows synchronization between the AWG,
the digital pattern generator, and other mixed-signal

Figure 7
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resources to within 1 ns when one master clock is used.
This resolution limit increases to the master clock period
(7.8 ns) when two master clocks are required to imple-
ment the test. This synchronization feature is fully ex-
ploited in the test. The serial data output of the IC is read
into the HP 9490 digital capture memory and retrieved
into the test workstation memory for analysis. A typical
retrieved waveform and its Fourier spectrum are shown
in Figure 8.

Fourier analysis of the retrieved waveform is performed
by built-in digital signal processing (DSP) algorithms.
The fundamental amplitude, phase, dc offset, SNDR, total
harmonic distortion (THD), second-harmonic distortion
(2HD), and third-harmonic distortion (3HD) are extracted
by customized routines that call upon built-in discrete
Fourier transform (DFT) routines using FFT methods. It
is not necessary to capture an integral number of cycles,
since the custom routine has a built-in Hanning window-
ing function.8

The total noise�distortion power is calculated from the
fundamental amplitude and SNDR value, and is corrected
for the noise power of the AWG. The ENOB is calculated
using equation 5. The ENOB for the case shown in Figure 8

is approximately 8.4 bits, corresponding to a PGA and ADC

Figure 8
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SNDR of about 52.3 dB. The THD measured is �53.1 dB,
while the 2HD is �56.6 dB (Figure 8). This particular
IC’s PGA and ADC performance is thus distortion-limited.
Although THD, 2HD, and 3HD are not tested parameters,
they provided invaluable insight into the source of SNDR
limitations during the debug phase. The integral nonlin-
earity (INL) error profile can be obtained by subtracting
the retrieved waveform from the fundamental, and the
maximum and root mean square INL error can be derived.
A typical INL error profile is shown in Figure 9. We did
not test all of the 1024 ADC codes. Differential nonlinearity
(DNL) errors can be calculated from similar INL profiles
obtained from high-resolution ramp tests.

The parameters tested in the sinusoidal production test
are fundamental amplitude, ENOB, and maximum INL
error. The dc offset, THD, 2HD, and 3HD are used for de-
bugging purposes only, and are saved into diagnostic files
during nonproduction debug modes together with funda-
mental amplitude, ENOB, maximum INL error, and the
various waveforms illustrated here (e.g., Figures 8 and 9).

The HP 9490 mixed-signal tester allows optimization
(minimization) of test time by pipelining digital pattern
execution times with data analysis. The benefit of doing
this in our case was minimal, since pattern execution

Figure 9
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times were extremely fast compared to data analysis
times. The total production test time of this IC on the
HP 9490 tester was about two seconds.

Conclusion

Mixed-signal test is a developing field within ICBD with
many interesting challenges and room for advances in
theory, methodologies, and standardization. The HP 9490
tester has been proven to be a very capable platform for
testing complex analog circuitry as demonstrated by both
the PRML read channel and CCD signal processor projects.
Provisions made for controllability and observability of
analog signals during the design process can yield highly
testable designs. However, the development of mixed-
signal tests continues to be a custom process requiring
detailed knowledge of both the tester and the circuit
under test.
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Reliability Enhancement of Surface Mount
Light-Emitting Diodes for Automotive
Applications

Preencapsulation drying eliminates broken stitch bonds and reduces

inconsistent reliability performance. A new casting epoxy formulation

stops epoxy cracking, and optimization of the die-attach epoxy cure

schedule solves lifted die-attach and delamination problems.

The current direction of the automotive lighting industry is to increase the

use of printed circuit board surface area and to improve reliability to exceed

that of the conventional light bulb. The two major categories of light-emitting

diodes (LEDs) used in the automotive industry are exterior and interior.

For interior use, HP’s surface mount HSMx-Tnnn LEDs (36 products, e.g.,

HSMA-T425) had application potential, but their reliability needed to be

enhanced to better suit the increasingly stringent automotive applications. In

particular, the HP products had to conform to the European Cenelec Electronic

Components Committee (CECC) standard.1

HP HSMx-Tnnn LEDs

Introduced in 1990, the surface mount HP HSMx-Tnnn LEDs (see Figure 1)

occasionally experienced broken stitch bonds and epoxy-leadframe

delamination when soldered. In September 1995, a second-generation product

was released. This product resolved the broken stitch bond problems and

improved the failure rate in temperature tests from an average of 120 ppm to

0 ppm after five temperature cycles. Extended temperature cycling between

�40°C and 85°C for 20 cycles showed a significant improvement, from an

average of 4500 ppm to 0 ppm.

On the downside, the product became somewhat more sensitive to moisture

absorption and was not able to meet automotive market requirements for

thermal performance (the CECC standard).
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Figure 1

HP HSMx-Tnnn surface mount LEDs.

Infrared (IR) soldering per the CECC specifications (the
upper temperature constraint of 260°C may be exceeded
for a maximum of 10 seconds) resulted in failures after
168 hours of preconditioning at 85°C and 85% relative
humidity (RH). The failures included broken stitch bonds,
lifted die-attach, epoxy cracking, and epoxy-leadframe de-
lamination. Therefore, an aggressive program was planned
for the third generation of this surface mount LED to bring
its quality to world-class automotive standards.

Third-Generation Surface Mount LED

The effects of moisture absorption by IC packages leading
to electrical failures have been well-documented.2 Delam-
ination and package cracks during IR solder reflow are
the predominant failure modes. Prebaking of packages to
drive the moisture away before soldering and the use of
moisture barrier bags are common practices but are not
well-accepted by customers.

For the third-generation HSMx-Tnnn products, significant
effort was put into understanding the failure mechanisms
and the linkages to manufacturing processes and into
raw material optimization. Implementation of preencap-
sulation drying solved the broken stitch bond problems
and reduced inconsistent reliability performance.

A new casting epoxy formulation and curing conditions
further enhanced the quality and reliability, improving the
moisture sensitivity from level 3 to level 1 of the applicable

JEDEC standard (test method A112).3 To simulate the
JEDEC level 1 standard, all the experimental units were
subjected to 85°C/85% RH for 168 hours of preconditioning
followed by two iterations of CECC IR soldering and ex-
tended temperature cycling between �55°C and 100°C or
thermal shock from �40°C to 110°C. The cracked epoxy
problem was solved by the new epoxy formulation, and
the lifted die-attach and delamination problems were
solved by optimizing the die-attach epoxy cure schedule.
These enhancements significantly improved the robustness
of the device and it was qualified by a major automotive
supplier.

High-Temperature Epoxy Encapsulation Cure

The epoxy cure schedule was set at 125°C for eight hours
based on the original product release qualification tests.
However, after further discussion with the epoxy vendor,
it was realized that a higher epoxy cure temperature could
be used to improve the performance.

A 22 full factorial experiment was designed with one factor
being the cure temperature at two levels—125°C and
150°C—and the other factor being the cure time at two
levels—2 hours and 8 hours. The response was the failure
rate after IR soldering followed by repeated thermal
shocks between �40°C and �110°C, with 30 minutes
dwell time and zero transfer time. The full set of data is
shown in Table I for 500 units per cell.

Table I
Data from Epoxy Cure Temperature Experiment

Cell
Number Conditions

Cumulative
Failure Rate (%)
after 200 Cycles

1
2
3
4

125°C, 2 hr
125°C, 8 hr
150°C, 2 hr
150°C, 8 hr

5.49
3.17
0.22
0.65

The raw data showed that the 150°C cures gave very low
failure rates compared to the 125°C cures. No factor was
statistically different. Repeating this experiment gave
similar results without highlighting any significant factor.
It was suspected that other factors were influencing the
behavior of the product.
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Moisture Removal

The housing material, which is fiber-filled polyphthalamide,
has a high affinity for moisture.4 Water molecules from
the ambient air form hydrogen bonds to polyamide link-
ages. This plasticizes the continuous matrix and causes
dimensional changes, leading to increased mechanical
stresses within the package over time.

To quantify the effect of moisture on the overall package
performance subsequent to epoxy encapsulation, an ex-
periment was carried out by preconditioning the housing
material (48 hr at 85°C/85%RH) before the casting process.
One lot was used as the control cell. After the encapsula-
tion cure, entrapped air bubbles were detected on the
evaluation cell (Figure 2) but not on the control cell.
The curing temperature was 135°C for 8 hours. The en-
trapped air bubbles may have been the result of moisture
turning into steam during the gelation process.5,6

It was found that the glass transition temperature of the
casting epoxy for the cell under evaluation was 116°C
versus 139°C for the control cell.

The water molecules from the housing material can take
part in ring-opening reactions with anhydride molecules
competing with the –OH groups from DGEBA (diglycidyl
ether of bisphenol A),7 as illustrated in Figure 3. This
results in a lower cross link density in the polymer matrix.

Figure 2

Entrapped air bubbles during the epoxy gelation process.

The moisture content in the housing material (polyphthala-
mide) is inconsistent and depends on the degree of expo-
sure to the moisture in the ambient air. Therefore, drying
or baking the housing material before casting is very
critical.

To confirm the above hypothesis, an experiment was
carried out with three factors: preconditioning after wire-
bonding for 48 hours, drying after preconditioning, and
different cast epoxy cure temperatures. The various cells
and the cumulative failure rates are shown in Table II.

When there was no preconditioning after wire bonding,
epoxy curing at 150°C gave an almost zero failure rate.
When there was preconditioning after wire bonding,
epoxy curing at 150°C still gave a lower failure rate than
epoxy curing at 125°C. With no drying after precondition-
ing, the failure rates were greater than 80%. When there
was preconditioning after wire bonding, no matter what
drying condition was used the failure rate was not zero.

The preconditioning after wire bonding was hypothesized
to be too severe and a more realistic experiment that simu-
lated the production floor environment was done. After
wire bonding, units were left exposed for 60 hours in an
open environment where the room temperature reached
37°C and the relative humidity was between 60% and 80%.
Having established that a 150°C epoxy cure temperature
is superior, it was kept constant in the subsequent 23 full
factorial experiment, which is summarized in Table III.

The analysis of variance revealed leadframe drying to be
the biggest factor. The other factors had less than one
tenth the significance of leadframe drying, so they were
grouped together as residuals and another analysis of
variance was done. This showed leadframe drying before
dispensing to be significant at a 95% confidence level.
Even though the oven ramp rate did not show up as a
significant factor, the raw data indicated that the fast
ramp gave fewer failures. The same can be said for the
inline position of the magazine. This is probably due to
better air circulation and better temperature control in
the box oven.

Physical analysis showed that the main failure mode for
undried leadframes is broken stitch bonds. In those cells
with dried leadframes, stitch bond failures were eliminated
and reliability performance became consistent.
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Figure 3

During curing at high temperatures, hydrogen
bonds dissociate and moisture diffuses into
the epoxy mixture.
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Table II
Failure Rates with and without Moisture Preconditioning and Drying

Cell
Number

Preconditioning at
85°C/85% RH after

Wire Bonding
Drying after

Preconditioning
Epoxy Cure

Temperature (°C)

Cumulative Failure Rate
after 200 Temperature

Cycles (%)

1 No No 125 24.5

2 No No 150 0.2

3 Yes No 125 85.9

4 Yes No 150 80.0

5 Yes 1 hr at 145°C 125 23.1

6 Yes 1 hr at 145°C 150 12.7

7 Yes Vacuum 125 10.7

8 Yes 4 hr at 145°C 125 13.1

9 Yes 4 hr at 145°C 150 4.6
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Table III
23 Full Factorial Experimental Design and Results

Run
Number

Leadframe Baked
before Dispensing Epoxy

Oven
Ramp Rate*

Position of Magazine
in Oven**

Cumulative Failure Rate
after 300 Cycles*** (%)

1 No Slow Broadside 51.0

2 Yes Slow Broadside 0.6

3 No Fast Broadside 26.0

4 Yes Fast Broadside 0

5 No Slow Inline 25.5

6 Yes Slow Inline 0.2

7 No Fast Inline 11.7

8 Yes Fast Inline 0

* Two ovens were used. One was set up with a slow temperature ramp (0.5°C/minute) in the heating profile and the other with a fast ramp (5°C/minute) to a stable 
operating temperature of 150°C.
** The positions of the magazine where the leadframes were stored during the cure cycle were such that the airflow was blocked by the side plate (broadside) and the 
airflow was over the leadframes (inline).
*** Temperature cycling between �55°C and �100°C.

Cast Epoxy Mix Ratio Considerations

An objective of this project was to make the product in-
sensitive to moisture, thereby giving it unlimited shelf life
for automotive applications. The previous product, if
exposed to ambient conditions for more than a month,
would typically fail after soldering, with severe epoxy
cracks and delamination. Therefore, strengthening of the
cast epoxy was crucial for this project.

Figure 4
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Graph showing glass transition temperature at different
mix ratios of resin to hardener.

The cast epoxy mix ratio recommended by the vendor is
one part of resin to one part of hardener by weight. How-
ever, Tg (glass transition temperature) data indicates that
the optimum dimensional stability for the epoxy system
used falls in a range of resin ratios of 1.2 to 1.3 (Figure 4).
The recommended mix ratio of 1.0 has a Tg from 110°C
to 120°C. This is also the upper temperature experienced
by the device during thermal cycling stress tests. Ideally,
it is most desirable to have the material retain its glass-
like behavior at a temperature much higher than the up-
per temperature extreme of the stress test (110°C for
thermal shock).

Thermogravimetric analysis (TGA) showed that when
the resin content is increased the thermal stability of the
epoxy system also improves (Figure 5). The optimum
range of resin ratios is 1.1 to 1.5 and is a compromise
between thermal stability and dimensional stability.

Epoxy Mix Ratio Optimization

A first pass experiment was done to determine if the pack-
age performance could be further optimized by modifying
the epoxy resin-to-hardener mix ratio. Evaluation units
were built using three different resin-to-hardener ratios
of 1.0, 1.2, and 1.8 and then cured at 150°C and 125°C.
The results after the preconditioning and stress tests are
as shown in Table IV.



August 1998 •  The Hewlett-Packard Journal76Article 8  •   1998 Hewlett-Packard Company

D
eg

ra
da

tio
n 

Te
m

pe
ra

tu
re

 ( 
 C

)

Figure 5

10% Weight Loss

Onset

5% Weight Loss

Current Ratio

400

350

300

250

200

150
0 0.5 1.0 1.5 2.0 2.5

Mix Ratio (Parts of Resin to 1 Part of Hardener)

Graph showing thermal stability at different mix ratios of resin
to hardener.

The resin ratio of 1.2 cured at 150°C gave a zero failure
rate in all of the tests.

Spider cracks, as shown in Figure 6 at the top of the wire
loop, are caused by moisture introduced during pre-
conditioning. These are seen in the control cell but not
in the cell that has a resin ratio of 1.2. When the epoxy
is saturated with moisture, spider cracks are normally
observed after soldering. Cracking in epoxy resin induced
by water absorption is a very well-known effect.8 During
the soldering process, the temperature exceeds the Tg of

the cast epoxy causing it to become rubbery. The top of a
gold wire loop will act as a stress initiator and a crack will
propagate as a result of repeated temperature cycling.

A resin ratio of 1.8 is too high and leads to brittleness as
evidenced by vertical cracks observed during the lead-
forming operation (Figure 7). This shows that thermal
stability alone is insufficient and mechanical stability is
also needed to maintain package integrity.

It is possible that altering the mix ratio leads to a greater
degree of cross-linking density in the epoxy matrix and
results in higher Tg and increased modulus at tempera-
tures above Tg, both commonly known effects that would
enhance the dimensional stability of the epoxy with re-
spect to temperature and thereby eliminate spider cracks.

Another advantage of a higher resin content in epoxy-
anhydride systems is the reduction of the concentration
of –COOH and –COO– hygroscopic linkages (Figure 8).
This, coupled with higher cross-link density, reduces the
moisture uptake capability, making the properties of the
material less susceptible to change when exposed to
moisture.

A fine-tuning of the resin ratio was done by using curing
ratios of 1.0 through 1.4 at 150°C and checking the reli-
ability through thermal shock and thermal cycling after
168 hours of preconditioning (Figure 9). Again, the
results showed that using an epoxy mix ratio of 1.2 gave
the best overall performance in thermal stress tests.

Table IV
Cumulative Failure Rates for Different Epoxy Resin-to-Hardener Mix Ratios

Mix Ratio

Cure
Temperature

(°C)
% Cracked

during Forming

% Cracked after
Preconditioning

and
Thermal Shock

% Cracked after
Preconditioning

and
Thermal Cycling

Cumulative
Failure Rate (%)

after 300
Thermal Shocks

Cumulative
Failure Rate (%)

after 300
Thermal Cycles

1.0 125 1 53 68 2.0 1.8

1.2 125 1 0 1 1.2 0.2

1.8 125 20 52 43 75.4 64.4

1.0 150 0 43 38 0.4 1.6

1.2 150 0 0 0 0.0 0.0

1.8 150 13 51 42 20.0 3.0
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Figure 6

(a) (b)

Spider cracks.

Epoxy Mix Ratio and Cure Temperature 

After the experimental noise had been eliminated, another
experiment was run to check the significant factors. A 22

full factorial experiment was designed using two ovens.
Each oven was stabilized at one temperature and the

Figure 7

Vertical epoxy crack after the lead forming operation.

magazines of leadframes were loaded such that the tem-
perature rise time was minimized. All the units were pre-
encapsulation dried at the stipulated temperature and
time. The results are summarized in Table V. The results
proved beyond a doubt that the high cure temperature
with a fast ramp and a 1.2 mix ratio is indeed the better
process.

Figure 8
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Epoxy mix ratio optimization reliability performance. All parts were preconditioned for 48 hr at 85°C/85% RH.
(a) Thermal shock, �40 °C to 110°C. (b) Thermal cycling, �55 °C to 100°C.

Number of Cycles Number of Cycles

Table V
Failure Rates for Various Epoxy Mix Ratios and

Cure Temperatures

Run
Number

Epoxy Mix
Ratio (Resin
to Hardener)

Cure
Tempera-
ture (°C)

Cumulative
Failure Rate (%)
after 500 Tem-

perature Cycles

1 1.0 125 8.1

2 1.2 125 6.4

3 1.0 150 0.9

4 1.2 150 0.05

Die-Attach Silver Epoxy

The predominant failure mode of this surface mount
package after solder reflow is lifted die-attach. There is a
visible delamination between the leadframe and the silver
epoxy die-attach material, causing an electrical disconti-
nuity. Hence, there was a need to investigate the die-attach
process and improve adhesion of the die to the leadframe
using the current silver epoxy.

The Tg of the silver epoxy was measured as a function of
cure time and temperature as shown in Figure 10. Using
the current cure profile, a slight variation in the time or
temperature of the cure will result in a high variation of
Tg values. However, for this package there is a limit on
the time and temperature of heat exposure because the
housing material is prone to oxidation (color changes).
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Ideally, the Tg should be as high as possible and in the
stable region of the curve. As in the case of cast epoxy,
the silver die-attach epoxy will be weak and rubbery if
insufficiently cured. A higher cure condition will yield a
higher Tg that gives a stronger and more stable adhesion.

To prove the benefits of high temperature and long cure
time, a 22 factorial experiment was designed with thermal
cycling reliability taken as the response. Die height was
chosen as one factor because of a possible interaction
between the die form factor and epoxy adhesion. The other
factor was the cure condition, and the conditions investi-
gated were 45 minutes at 160°C and 200 minutes at 180°C.
The latter cure condition is known to discolor the housing
material but is recommended by the vendor as optimum.10

The experimental results showed that the cure condition
is more significant than the die height and that a higher
cure temperature and a longer time will yield a higher Tg

(Tg�114°C for a cure of 200 minutes at 180°C) and better
temperature cycle reliability. However, the high tempera-
ture and long time required for curing will oxidize the
housing material. Curing in an inert atmosphere such as
nitrogen will prevent the oxidation but is not cost-effective
for this product. Characterization of the discoloration
with different temperatures and times showed that the
highest cure condition possible is 160°C for 90 minutes
and represents the best compromise between silver epoxy
Tg requirements and package cosmetics.

Figure 11
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Conclusion

The reliability of HP’s surface mount HSMx-Tnnn LEDs
was enhanced to better suit the increasingly stringent auto-
motive applications. The preencapsulation drying of the
package helped eliminate broken stitch bonds. A new
casting epoxy formulation with new curing conditions
improved the moisture sensitivity of the package, thereby
eliminating epoxy cracking and raising the packaging
standard from level 3 to level 1 of the relevant JEDEC
standard. Optimization of the die–attach epoxy cure
schedule eliminated the lifted die–attach and delamina-
tion problems. With these changes, the final test compari-
son showed that the third generation product is as much
as 84 times more reliable than the second generation
product (Figure 11).
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Engineering Surfaces in Ceramic Pin Grid
Array Packaging to Inhibit Epoxy Bleeding

Bleeding of epoxy resin around surfaces undergoing bonding during electronic

packaging assembly has long caused sporadic yield loss. Previously, it was

thought that vacuum baking reduced the yield loss resulting from surface

contaminants. Although vacuum baking inhibits epoxy resin bleeding, it also

produces coatings of hydrocarbons, which affect surface wettability and surface

energy. Surfactant coating results in a surface chemistry similar to vacuum-

baked substrates but is a better alternative because of its controllability.

Epoxy bleeding is commonly observed in electronic packages around

silicon chips attached with epoxy resin to substrates having gold or other metal

surfaces. In severe cases, the bleeding contaminates the wire bond pads,

causing failure. The effects of bleeding are often critical in advanced packaging

components such as ceramic pin grid array (CPGA) substrates. In particular,

when there is very little clearance between a bond finger tier and the die, minor

resin bleedout can interfere with wire bondability.

During the time that CPGA technology has been used here at HP’s Integrated

Circuit Business Division in Singapore, we have experienced sporadic yield

loss caused by epoxy bleeding. This is known to be an industry-wide problem.

For several years the cause of the yield loss was unresolved. With increasing

pin count and decreasing clearance between the die and the substrate cavity,

resolving the problem has become more urgent.

Earlier studies1 led us to resort to countermeasures like vacuum baking to

reduce yield losses. However, the studies were not comprehensive enough to

verify the effectiveness of vacuum baking, and yield losses have continued to

occur from time to time for no apparent reason. We had not yet investigated the

possibility that surface contamination, resulting from vacuum baking, can have
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Schematic diagram of a CPGA substrate with silicon chip
mounted on the die attach pad, which is the central portion
of the heat slug. The epoxy bleeding occurs on the Al2O3
walls near the silicon chip.

the positive effect of reducing epoxy bleeding during die
attachment.

In this article we describe how we used surface analysis
and contact angle measurements to investigate the effects
of vacuum baking on yield loss caused by epoxy bleeding.
The same analysis techniques were employed to investi-
gate the possibility of using surfactant-coated substrates
to reduce epoxy bleeding.

For our analysis we used a CPGA (ceramic pin grid array)
substrate2 from one of our typical applications (see
Figure 1). It consisted of a Cu-W heat slug onto which
was electroplated a film of Ni (10 µm thick) followed by
Au (typically 1.2 µm thick). The surface was cleaned and
vapor dried with isopropyl alcohol. When the thickness of
the surface gold film was varied from 1 µm to 2 µm on
different specimens, the wettability was found to be inde-
pendent of the gold thickness. The schematic in Figure 1

shows the substrate after die attachment but before wire
bonding.

Analysis of Vacuum-Baked Substrates

Investigations into the effects of vacuum baking focused
on two areas: Auger analysis and wettability.

Auger Analysis. Auger analysis is an analytical technique
that uses electron spectroscopy to examine the elemental

composition of the outer atomic layer of a solid material
(see “Auger Analysis” on page 83). Examining the ele-
mental composition of surface contaminants on a solid
is one application of this technique. Our analysis was
performed on a JEOL JAMP- 7100E Auger analyzer. The
accelerating voltage was 5 kV, and the probe current was
1.52�10�7 A. Argon ion etching was applied with an
etching speed estimated at 1.25 nm every 10 seconds on
a silicon surface.

The analysis was carried out on substrates prepared for
die attachment. Figure 2 shows the discoloration caused
by bleeding around a bonding pad. Auger spectra were
recorded from the die attach pads (heat slugs), which
consist of Cu electroplated with Ni and Au. Comparisons
were made between samples in a vacuum at two stages
during the process: before baking and after baking.
The purpose of this was to monitor the contamination
that results from baking. The samples consisted of the
following:

� A raw CPGA substrate

� A CPGA substrate that was baked at 235°C for six hours
in a conventional vacuum oven at a pressure of 0.1 mbar

� A CPGA substrate that was baked in an air convection
oven at 235°C for six hours.

Figure 2

Discoloration

Photographic image of the die showing attached wires and
edge discoloration (see arrow) caused by epoxy bleeding.
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Auger Analysis
Auger (pronounced o-jay) analysis is a widely used electron
spectroscopic method that is capable of providing information
about the elemental composition of the outermost atomic layer
of a solid. This technique examines the surface chemistry and
interactions of elements on the surface of materials such as
metals, ceramics, and organic matter. Auger analysis is named
after its discoverer Pierre Auger.

The Auger process involves using a finely focused electron
beam to bombard atoms on the surface of the sample being
analyzed. When an atom on the sample is struck by a high-
energy electron, there is a probability that a core-level electron
will be emitted (Figure 1a). This collision puts the atom into an
energetic ionic state with an electron missing from the core
level. The atom can relax into a lower-energy state when an-
other electron from the same atom falls from a higher-energy
level to fill the core-level hole, releasing enough energy to eject
a second electron—the Auger electron (Figure 1b). The state
shown in Figure 1c is still excited and decay continues radia-
tively by another Auger process. Auger electrons will have an
energy characteristic of the parent element. An energy spec-
trum of detected electrons shows peaks assignable to the
elements present in the sample.

The ratios of the intensities of Auger electron peaks can pro-
vide quantitative information about the surface composition of
a sample (for example, see Figure 3 of the main article).

Surfactant
Some chemical materials have a special propensity to locate
(adsorb) at interfaces or to form colloidal aggregates in solu-
tion at very low molar concentrations. Such materials are called
surface-active agents, or surfactants. Surfactants are used to
modify the wettability of solid surfaces.

Wettability
When a drop of liquid is placed on a solid surface, the liquid
either spreads to form a thin film on the surface as in Figures
2a and 2c, or remains a discrete drop as in Figure 2b. The
measure of the degree of wetting is the contact angle (see
Figure 2a). The contact angle is the angle made by the tangent
to a droplet at the solid surface interface. High wettability is
indicated by a small angle (Figure 2c). The extreme case of no
wettability is shown in Figure 2b.

Glossary

Figure 1

An illustration of the Auger process.
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Contact angles. (a) Partial wetting. (b) No wetting.
(c) Close to complete wetting.
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Measurements were taken from several specimens of
each type and found to be consistent. For comparison,
additional measurements were taken from a second speci-
men (specimen B in Table I) which was subjected to
evacuation at room temperature, without baking.

Wettability, Contact Angle, and Surface Energy. A liquid
that spreads easily on a solid because of high surface
energy has high wettability. This is quantified by measuring
the angle that the liquid surface makes at the interface
with the solid surface. Such wettability contact angles
were measured through the sessile drop method3 on a
face contact anglemeter, model CA-A from Kyowa Inter-
face Science Company.

Media used for calculating surface energies were deionized
water and methylene iodide. Contact angle measurements
were performed on raw substrates and on substrates after
vacuum baking. To measure contact angles, the die pad
area of a package was separated from the corresponding
ceramic substrate by chipping away the side walls. A hori-
zontal profile projector, at 20× magnification, was used to
measure the equilibrium contact angle.

Repeated measurements from several specimens of each
type of substrate were found to be consistent to within
three degrees. The computation for the surface energy, rS,
is based on the method described by Wu and Brzozowski.4

The surface energy of the solid is the sum of the surface 

dipole component, rp
S
 , and the surface dispersion compo-

nent, rd
S. These components are related to the contact

angle θ by the formula:

1� (cos �)rL� 4
rd

L
rd

S

rd
L
� rd

S

�
rp

L
rp

S
rp

L
� rp

S

(1)

where rL is the surface tension of the liquid used in wet-

ting and consists of the sum of the dispersion and polar
components. If all of the components of rL are known for

two liquids, then two corresponding measurements of the

contact angle will make it possible to solve for rd
S , rp

S
 ,

and so on by solving the quadratic equation derived from
equation 1.

Preliminary Results

Our quantitative analysis focused on Auger analysis as
well as contact angle measurement and surface energy
computation.

Auger Analysis. Figure 3a shows typical Auger spectra
taken from a raw substrate. The etching times were zero
seconds and five seconds. The elements detected on the
surface were Au, S, C, and N. After five seconds of etching
(Figure 3b), two of the contaminants, C and N, disap-
peared. A trace of S on the subsurface was estimated to
be at a mean depth of 1.25 nm below the original surface.

Figure 3
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Auger spectra generated from the die attach pad of a raw CPGA substrate after etching times of (a) 0 seconds and (b) 5 seconds.
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Figure 4

Auger spectra generated from the die attach pad of a CPGA
substrate after vacuum baking and after etching times of
(a) 0 seconds, (b) 10 seconds, and (c) 20 seconds.
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Figure 4 shows the Auger spectra taken on a substrate
after vacuum baking. Etching times of zero seconds, ten
seconds, and twenty seconds were used. Notice that,
compared with the raw substrates, the C contamination
is much greater. Even after a 20-second etching time
(equivalent to an etching depth of about 5 nm), C con-
tinues to be observed, showing that the thickness of the
carbon film is greatly increased by the baking procedure.

Auger spectra were taken on the substrate after baking in
air only. Etching times of zero, five, and ten seconds were
applied (see Figure 5). Notice that after five seconds of
etching, C contamination was gone. The C contamination
level is comparable with spectra for the raw substrate
shown in Figure 3b. Although they were etched away
before the plot in Figure 5b was made, traces of Ni and O
were detected on the surface. These traces apparently
result from diffusion of subsurface Ni during baking and
from its oxidation by air.

Table I lists the results of the quantitative analysis. The
results from specimen 2 show that evacuation at room
temperature is not contaminating by itself. Some of the
contamination comes from a dynamic process in which a
cold specimen is immersed in a hot oven containing back-
stream oil vapor.

Contact Angle Measurement and Surface Energy Compu-

tation. The measurement and computational results4 from
a raw substrate before vacuum baking and after vacuum
baking are listed in Table II. In these measurements, pos-
sible variations related to surface morphology were mini-
mized by comparing measurements from specimens of
the same lot. Furthermore, gold-plated surfaces are suffi-
ciently dense to allow us to ignore surface morphology.

As described earlier, a significant increase in the carbon
signal is observed after baking. At the same time, the solid
surface energy decreases, especially the polar component.
The observed decrease in surface energy is consistent
with known surface energies from typical hydrocarbons,
such as paraffin tetradecane (25.6 milliJoules per square
meter, or mJ/m2 ), so that the surface energy of the con-
taminated surface (33.6 mJ/m2) lies between that value
and the surface energy of the raw surface (41.1 mJ/m2).
Thus, the effective polarity of the substrate is reduced
by the separation from the liquid drop provided by the
insulating hydrocarbon film. This is also consistent with
the knowledge that hydrocarbons prevent the spreading
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Figure 5
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Auger spectra generated from the die attach pad of a CPGA substrate after baking only in air and after etching times of (a) 0 seconds
and (b) 5 seconds. After etching for 10 seconds, the spectrum was similar to (b).
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Table I
Elemental Analysis of CPGA Surface from Auger Spectra

Etching
Time

( )

Etched
Thickness

( )

 
Chemical Concentration (Atomic %)T

(s)
T

(nm) Au O  C  S  N  Ni

   Specimen A

Raw Substrate  0   58   34  4  4  

  5 1.25  100      

Vacuum Baked  0  33  4  57  1  5  

 10 2.5  66   34    

 20 5.0  76   24    

Baked in Air  0   45  20  27  2  2  4

 5 1.25  100      

 10 2.5  100   

   Specimen B

Raw Substrate  0   45   51  1  3

 5  1.25  100

 10  2.5  100

Ambient Evacuated  0   45  51  2  2

 5  1.25  100

  10  2.5  100
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Table II
Measured Equilibrium Contact Angles and Computed Surface Energies

 Contact Angle (Degrees) Surface Energy (mJ/m2)*

CPGA Substrate Water  Methylene Iodide rd
S rp

S
 rS  Polarity**

Raw substrate  76.3  44.8  28.6   12.5  41.1  0.30

Vacuum baked  92.4  54.1  27.9 5.7  33.6 0.17

Surfactant coated  94.4  49.3   31.7 4.1  35.8  0.11

* The surface energy rS  is the sum of the dispersion component rd
S  and the polar component rp

S
 .

** The surface polarity is equal to the ratio rp
S
�rS .

of water on gold,5 even at a coverage of one monolayer.
The surface energy, as measured, is much less than the
known surface energy of Au (1510 mJ/m2).6 The very high
surface energy of gold demonstrates the importance of the
surface film on wettability. Clearly, the polar interaction
of the gold surface is reduced by atmospheric contamina-
tion (water vapor and organics). With baking, the nonpolar
oil vapor further reduces the polar interaction.

Preliminary Discussion

The Auger results discussed above show that carbon con-
tamination increases dramatically after standard proce-
dures of vacuum baking. Typically, oil from the rotary
vacuum pump backstreams to the oven and diffuses pore
contaminants in the process. The samples are placed in a
hot oven, which is then pumped down to create a vacuum.
Because of thermal gradients, hydrocarbon vapor can then
preferentially condense on cold substrate surfaces. This
likelihood is consistent with the Auger analysis data on
substrates that have been vacuum baked. In confirmation,
surfaces that are only exposed to a high vacuum at room
temperature, but without baking (that is, without thermal
gradients) show an insignificant increase in contamina-
tion deposition.

Since hydrocarbon contamination inhibits epoxy bleed-
ing, it is not necessarily advantageous to eliminate sur-
face contamination. Hydrocarbon films, deposited on
substrates during vacuum baking, have reduced surface
energies (Table II) compared with clean Au surfaces.
Surface energy and contact angle are related as in the
Young-Dupré equation:7,8

rS � rL cos �� rLS (2)

where rLS is the interfacial tension. When the surface

energy is reduced, cos θ is correspondingly reduced,
resulting in high contact angles. A high contact angle im-
plies a less wettable surface and therefore inhibits spread-
ing phenomena when an adhesive material is applied to
the solid surface. Consequently, the resin bleeding, caused
by epoxy applied for die attachment in electronic packag-
ing substrates, will be inhibited by the coatings. Since the
electroplated Au surfaces have natural porosity, any degra-
dation in adhesion caused by the coating is not critical.
(Further discussion of this adhesion is given later.) Also,
the dependence of the coating on various vacuum systems
is discussed in reference 9.

The coating on vacuum-baked substrates, whether caused
by oil backstreaming or by substrate contaminating resi-
due, cannot be controlled. Neither the source of contami-
nation nor the deposition conditions can be precisely
determined. Inconsistency in surface quality explains
why the sensitive effects of the contamination result in
sporadic yield losses. A technique is needed that is com-
patible with other required properties, such as adhesion
strength, that will result in hydrocarbon film coatings
with near optimum contact angle.

Analysis of Surfactant-Coated Substrates

A substrate was coated with a surfactant and subjected to
the same Auger and contact angle characterization used
on vacuum-baked substrates.

Auger Analysis. Figure 6 shows the presence of carbon
on the gold-plated layer. Initially, the carbon concentra-
tion is greater than in the vacuum-baked specimen shown
in Figure 4. After 10 seconds of etching (Figure 6b),
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Figure 6
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Auger spectra generated from a surfactant-coated CPGA substrate after etching times of (a) 0 seconds and (b) 10 seconds.

there is still a considerable amount of surface carbon,
showing that the film thickness of the hydrocarbon con-
taminants is greater than 1.2 nm.

As mentioned earlier, vacuum baking inhibits epoxy
bleeding because of the hydrocarbon contamination it
leaves on the surface of the substrate. Surfactant coating
is also meant to contaminate a substrate’s surface with a
hydrocarbon film. From the results given in Figures 4

and 6 it would seem that there is no difference between
these two processes. However, from our study the short-
coming of the vacuum-baking process is that the hydro-
carbon source is not controlled because of the oil back-
streaming from the vacuum pump. On the other hand,
surfactant coating can be controlled by mixing the right
concentration of surfactant with water, forming the hydro-
carbon film in the solution.

Wettability Contact Angle and Surface Energy. Equilib-
rium contact angles and computed surface energies on a
surfactant-coated substrate are shown in Table II (last
entry). The surface energy is considerably reduced from
the raw substrate state and is close to the value calcu-
lated from the vacuum-baked substrate.

The coating consistency was evaluated by comparing con-
tact angles of deionized water on 25 substrates sampled
from five different lots. For an average measurement of
95°C the standard deviation was 1.9 percent. This deviation

of less than 2 percent was about five times lower than
was observed in vacuum-baked substrates and illustrates
the satisfactory controllability of the surfactant coating
process.

The coating stability was also investigated in two ways:
by exposure to solvents and by exposure to air. After sub-
jecting the coated substrate to typical cleaning processes,
such as soaking in deionized water for 72 hours, Auger
analysis showed no significant difference between sub-
strates soaked 72 hours and substrates not soaked at all.
Secondly, the contact angle was monitored in coated sub-
strates exposed to a normal air-conditioned environment.
With exposures of up to six months, no change was ob-
served. However, at longer exposures, a small reduction
in the contact angle was observed (for example, 5° after
nine months). Thus, the surfactant coating process is
compatible with production needs.

Discussion

Surfactant coating results in a surface chemistry similar
to vacuum-baked substrates, but with the benefit of con-
trollability. What effect do surfactants have on adhesion?
The adhesion was tested by experiments involving die
shear strength. Adhesive strengths greater than 20 kg/cm2

were measured, consistent with U.S. military specifica-
tions.10 Thus, although low wettability is generally accom-
panied by reduced adhesion, we found that the reduction
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was not critical and within process margins. In these
substrates, capillary effects, chemical bonding, and other
factors ensure that the surfaces retain sufficiently strong
adhesion, even when the surfaces are altered by the con-
tamination we measured.

Similar tests were performed involving wire bond pull
strength. In spite of the surface modification resulting
from processing, pull strengths greater than 6 g for
1.2-µm-diameter gold wires were measured. Thus, the
coated films were thin enough to have an insignificant
effect on wire bond strength. The surfactant coated sub-
strates passed Hewlett-Packard’s general semiconductor
qualification specification.

Finally, the surface tension is different in various adhe-
sives, including various types of epoxy, polyimides, and
similar materials. The selection of an adhesive depends
on trade-offs between adhesion strength, curing times,
moisture absorption, and other parameters. We have
demonstrated that wettability can, in actual practice, be
controlled.

Conclusion

This study illustrates the degree of cleanliness appropriate
in processing of electronic packages. We had been striving
for very clean ceramic surfaces, but that degree of cleanli-
ness produces high surface energies that are susceptible
to epoxy bleeding. It is not necessary to provide very clean
substrates. On the contrary, it is preferable to engineer sur-
faces by treatment with a film of high wettability. Vacuum
baking is not sufficiently controllable and is therefore not
effective. A better alternative is an effective, controllable,
simple, and reliable surfactant coating.
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